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ABSTRACT
Web spam is behavior that attempts to deceive search en-
gine ranking algorithms. TrustRank is a recent algorithm
that can combat web spam. However, TrustRank is vulner-
able in the sense that the seed set used by TrustRank may
not be sufficiently representative to cover well the different
topics on the Web. Also, for a given seed set, TrustRank
has a bias towards larger communities. We propose the use
of topical information to partition the seed set and calculate
trust scores for each topic separately to address the above
issues. A combination of these trust scores for a page is used
to determine its ranking. Experimental results on two large
datasets show that our Topical TrustRank has a better per-
formance than TrustRank in demoting spam sites or pages.
Compared to TrustRank, our best technique can decrease
spam from the top ranked sites by as much as 43.1%.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval

General Terms
Algorithms, Performance

Keywords
Web search engine, spam, TrustRank, PageRank

1. INTRODUCTION
Web surfers depend on search engines to locate informa-

tion on the Web. For most queries, only the first screen of
the results is viewed by the searcher [26], typically just the
top 10 results for a query. Since more traffic to a commercial
web site may bring more profit, content providers usually
want their web pages to be ranked as high as possible in the
search engine results.

Some content providers increase the ranking of their pages
by making high quality web pages. Others try to find a
shortcut by manipulating web page features on which search
engines’ ranking algorithms are based. This behavior is
usually called “search engine spam” [24, 12]. Henzinger et
al. [16] mention that search engine spam is one of the major
challenges faced by search engines.
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Many kinds of spam have been discovered [24, 12, 6], but
there is no universal method that can detect all kinds of
spam at the same time. Gyöngyi et al. [13] present the
TrustRank algorithm to combat web spam. The basic idea
of this algorithm is that a link between two pages on the
Web signifies trust between them; i.e., a link from page A
to page B is a conveyance of trust from page A to page B.
Initially, human experts select a list of seed sites that are
well-known and trustworthy on the Web. Each of these seed
sites is assigned an initial trust score. A biased PageRank
algorithm is then used to propagate these trust scores to
their descendants. After convergence, good sites will have
relatively high trust scores, while spam sites will have poor
trust scores.

TrustRank may suffer from the fact that the coverage of
the seed set used may not be broad enough. Many dif-
ferent topics exist on the Web and there are good pages
within each topic. The seed selection process used in the
TrustRank algorithm cannot guarantee that most of these
topics are covered. So, it is possible that in using TrustRank
to detect spam, we may get good precision but suffer from
unsatisfactory recall.

We will show that TrustRank has a bias towards com-
munities that are heavily represented in the seed set. For
example, if more sports pages exist in the seed set than pages
related to image processing, then pages related to sports have
a better chance of gaining higher trust scores than the pages
related to image processing. So, if a spam page successfully
fools some pages in the sports community to link to it, it is
possible that it may be ranked higher than some good pages
in the image processing community.

In order to address the above issues, we propose to intro-
duce topical information into the trust propagation system.
For the coverage issue, we propose the use of the pages listed
in well-maintained topic directories, such as the dmoz Open
Directory Project [21]. For the bias issue, we propose that
the trustworthiness of a page should be differentiated by
different topics; i.e., the page should be more trusted in the
topics that it is relevant to. This relies on the fact that a
link between two pages is usually created in a topic-specific
context [4].

Our approach, called Topical TrustRank, partitions the
set of trusted seed pages into topically coherent groups and
then calculates TrustRank for each topic. The final ranking
is based on a balanced combination of these individual topic-
specific trust scores.

Bigger communities on the web are generally better rep-
resented in topic directories. Since TrustRank has a bias to-
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wards heavily represented communities and intuitively big-
ger communities usually attract more spam pages, we want
to show that on average, Topical TrustRank can demote
spam pages more than TrustRank do. So, we will focus on
the performance of spam pages demotion in this paper.

In this paper we make a number of contributions. First,
we show that TrustRank has a bias toward larger communi-
ties. Second, we demonstrate that the combination of mul-
tiple TrustRanks based on random partitions can produce
highly variable results. Third, we propose the use of topi-
cality to determine appropriate partitions. Finally, we show
that Topical TrustRank performs significantly better in de-
moting spam sites, especially highly ranked spam sites, than
TrustRank. Compared to TrustRank, our best technique
can decrease spam by 43.1% from the top ranked sites by
PageRank. Our algorithm uses only the link graph and seed
sets from different topics; there is no need for the content of
pages or the use of a text classifier. This makes the whole
process viable for more than just commercial search engines.

The rest of this paper is organized as follows: the back-
ground and related work are introduced in Sections 2 and
3, respectively. The motivation of this work is introduced
in Section 4. The details of Topical TrustRank are given in
Section 5. The experiments and results are shown in Sec-
tion 6. We finish with discussion and conclusion in Sections
7 and 8.

2. BACKGROUND
Gyöngyi et al. [13] introduce TrustRank. It is based on

the idea that good sites seldom point to spam sites and
people trust these good sites. This trust can be propagated
through the link structure on the Web. So, a list of highly
trustworthy sites are selected to form the seed set and each
of these sites is assigned a non-zero initial trust score, while
all the other sites on the Web have initial values of 0. Then a
biased PageRank algorithm is used to propagate these initial
trust scores to their outgoing sites. After convergence, good
sites will get a decent trust score, while spam sites are likely
to get lower trust scores. The formula of TrustRank is:

t = α × T × t + (1 − α) × d (1)

where t is the TrustRank score vector, α is the decay factor,
T is the transition matrix (in which T (i, j) is the probabil-
ity of following the link from page j to page i) and d is the
normalized trust score vector for the seed set. Before cal-
culation, t is initialized with the value of d. Gyöngyi et al.
iterated the above equation 20 times with α set to 0.85.

As Gyöngyi et al. have pointed out, seed set selection
is crucial to the success of the TrustRank algorithm, and
so they applied an extremely rigorous process for selecting
178 sites from a crawl of pages from 31M sites as the final
seed set. For each site, they calculated its PageRank and
TrustRank values based on the site graph. They first put
all the sites into 20 buckets based on the PageRank value
and then made the buckets for TrustRank with equal size
as the corresponding PageRank bucket. A random sample
of 50 sites was selected from each bucket and they manually
checked if the site was utilizing spam. The results showed
that TrustRank improves upon PageRank by keeping good
sites in top buckets, while most spam sites are moved to
lower buckets.

3. RELATED WORK
Henzinger et al. [16] mentioned that search engine spam is

quite prevalent and search engine results would suffer greatly
without measures to combat it. A number of researchers
have worked to combat different kinds of web spam, and we
list just a few of them here. Fetterly et al. propose using sta-
tistical analysis to detect spam [9]. Benczur et al. propose
SpamRank [2] in which for each page, the PageRank distri-
bution of all incoming links is checked. If the distribution
doesn’t follow a typical pattern, the page will be penalized.
Acharya et al. [1] first publicly proposed using historical
data to identify link spam pages. Wu and Davison [28] used
the intersection of the incoming and outgoing link sets plus
a propagation step to detect link farms. Mishne et al. [20]
employed a language model to detect comment spam. Drost
and Scheffer [8] proposed using a machine learning method
to detect link spam. Recently, Fetterly et al. [10] describe
methods to detect a special kind of spam that provides pages
by stitching together sentences from a repository.

While the idea of a focused or custom PageRank vector
has existed from the beginning [23], Haveliwala [14] was the
first to propose the idea of bringing topical information into
PageRank calculation. In his technique, pages listed in the
dmoz ODP are used to calculate the biased PageRank val-
ues for each of the top categories. Then a similarity value
of a query to each of these categories is calculated. A uni-
fied score is then calculated for each page containing the
given query term(s). Finally, pages are ranked by this uni-
fied score. Experiments show that Topic-sensitive PageRank
has better performance than PageRank in generating better
response lists to a given query.

Jeh and Widom [19] specialize the global notion of impor-
tance that PageRank provides to create personalized views
of importance by introducing the idea of preference sets.
The rankings of results can then be biased according to this
personalized notion. For this, they used the biased Page-
Rank formula.

Chakrabarti et al. [3] characterized linking behaviors on
the Web using topical classification. Using a classifier
trained on ODP topics, they generated a topic-topic citation
matrix of links between pages that showed a clear dominant
diagonal, which meant that pages were more likely to point
to pages sharing their topic.

Recently, Chirita et al. [5] described the method of com-
bining ODP data with search engine results to generate a
personalized search result. Based on a predefined user pro-
file, the distance of this file to each URL received from a
search engine’s response list is calculated and these URLs
are resorted to generate a new output for the user. Our ap-
proach makes similar use of human-edited directories, but
our goal is to demote spam.

Guha et al. [11] study how to propagate trust scores
among a connected network of people. Different propagation
schemes for both trust score and distrust score are studied
based on a network from a real social community website.

4. MOTIVATION
Seed set selection is the most important component of

the TrustRank algorithm. Different seed selections lead to
different results.

The seed selection process employed by the authors of
TrustRank may not guarantee a broad coverage of the Web.
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A natural way to provide broader coverage is by the use of
topical information. Human-generated topic directories like
the Yahoo! directory and the dmoz Open Directory Project
are valuable resources for providing broader seed sets.

Instead of using a single TrustRank score for a site, we
propose to calculate TrustRank scores for different topics,
with each score representing the trustworthiness of the site
within that particular topic. We believe a combination of
these scores will present a better measure of the trustwor-
thiness of a site.

To achieve this, we can partition the seed set on the basis
of topic.

Suppose we have a seed set T . It can be partitioned into
n subsets, T1, T2, ..., Tn, each containing mi (1 ≤ i ≤ n)
seeds. We use t to represent the TrustRank scores calculated
by using T as the seed set and use ti (1 ≤ i ≤ n) to represent
the TrustRank scores calculated by using Ti as the seed set.
The following equation is a version of the Linearity theorem
proved by Jeh and Widom [19]:

(

n
X

i=1

mi) × t =

n
X

i=1

(mi × ti) (2)

The above equation shows that the product of TrustRank
score and the total number of seeds equals the sum of prod-
ucts of the individual partition-specific scores and the num-
ber of seeds in that partition.

A transformation of this equation is:
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P

n
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m2

P
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mn

P

n
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From the above equation, we observe that larger partitions
contribute more to the TrustRank values.

If the seed set used by TrustRank has a heavily repre-
sented topic community then clearly, TrustRank will present
a bias towards pages in this community.

Usually bigger communities are also communities with
popular topics. Spammers also have greater interest to spam
popular topic pages. Today, spammers are becoming more
and more sophisticated and it is not that hard for them to
fool some good/seed pages to point to the spam pages. For
example, spammers may copy good content from various
well-maintained sites but put invisible spam content and/or
add advertisements to the pages. Sometimes it is not easy
for a non-expert to identify these spam pages. So, it is quite
possible that bigger communities will contain more spam
pages. An evidence is that Wu and Davison [27] found that
pages within a response data set for popular queries utilize
cloaking behavior more than twice as often as pages within
a response data set for normal queries.

Hence, the TrustRank bias may inadvertently help spam-
mers that manage to fool pages from a larger community to
link to them. And so, we investigate techniques to balance
out this bias.

5. TOPICAL TRUSTRANK
As mentioned in Section 1, topical coverage of the seed

set may be insufficient for the web with so many topics in
existence. Also, we have shown in Section 4 that TrustRank
has a bias towards heavily represented communities in the
seed set. In order to address these issues, we introduce top-
ical information into the trust propagation system. For the
coverage issue, we propose the use of the pages listed in

Figure 1: A web made up of 8 nodes.

well-maintained topic directories, such as the dmoz Open
Directory Project [21]. For the bias issue, we propose that
the trustworthiness of a page should be differentiated by dif-
ferent topics, relying on the fact that two linked pages are
typically on related topics [4, 7].

Our Topical TrustRank approach partitions the set of
trusted seed pages into topically coherent groups and then
calculates TrustRank for each topic. The final ranking is
based on a balanced combination of these individual topic-
specific trust scores.

5.1 Seed set partitioning
For a given seed set, we cut it into different partitions

corresponding to different topics.
Using each of these partitions as a seed set, we calculate

the trust scores for every node in the web graph using the
TrustRank algorithm.

For a simple example, Figure 1 shows a small network
that contains 8 nodes. Among these 8 nodes, 1,2, and 8 are
seed nodes. Suppose node 1 is related to one topic, t1, while
node 2 and 8 are related to another topic, t2. Clearly, t2
is better represented in the seed set. We partition the seed
set by topic. The result of the trust scores generated using
the two seed sets are shown in columns t1 and t2 of Table 1
respectively.

5.2 Combination of different topic scores
In order to present a single measure of trust for a page

(Topical TrustRank score) using this approach, we explore
two techniques of combining the generated topical trust
scores, namely, simple summation and quality bias.

5.2.1 Simple summation
In this technique, individual topical trust scores are added

up to generate the Topical TrustRank score.
For the example presented in Figure 1, the simple sum-

mation of the topics are shown in the t1+t2 column in Table
1. We will refer to these scores as the Topical TrustRank
scores of the pages. Also, the scores generated by running
TrustRank using the whole seed set is shown in the t column.

Node t1 t2 t1 + t2 t

1 0.408 0.000 0.408 0.140
2 0.000 0.214 0.214 0.140
3 0.173 0.000 0.173 0.060
4 0.173 0.364 0.538 0.299
5 0.147 0.000 0.147 0.051
6 0.049 0.103 0.152 0.085
7 0.049 0.103 0.152 0.085
8 0.000 0.214 0.214 0.140

Table 1: Result of trust scores for a small graph.
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We see that for both algorithms, seed nodes 1, 2, and
8 have high scores. In Topical TrustRank, seed 1 from
the smaller community has a higher Topical TrustRank
score than seeds 2, 8 from the bigger community while in
TrustRank all of them have equal values. This is because
a simple summation of scores implies an equal treatment of
communities and as seed node 1 belongs to a smaller com-
munity, it ends up with a higher trust score than seed nodes
2 and 8. For the same reason, the difference between the
scores of nodes 6 and 7 from node 5 is reduced by Topical
TrustRank.

Let us consider an example where node 6 is a spam page.
TrustRank ranks node 6 higher than node 3, which is only
one step away from the seed node 1. We believe that node
3 which is only one step away from the seed set has a lower
probability of being a spam site than node 6 which is two
steps away from the seed set, i.e., the confidence in the na-
ture of a page decreases as the number of the steps from the
seed set increases.

5.2.2 Quality bias
In this technique, we introduce a “quality” bias in the

combination of individual topical trust scores. We propose
to weight each of the individual topical trust scores by a bias
factor wi for topic i, hence placing a greater importance on
topical trust scores obtained for some communities than oth-
ers. A possible bias is the average PageRank value obtained
by averaging over the PageRank values of the seed pages of
the particular community. Hence, the higher the PageRank
values of the seed pages of the particular community, the
more we trust the score assigned by the algorithm for that
community.

5.3 Improvements
We propose the following improvements to the basic Top-

ical TrustRank algorithm. These improvements are related
to seed selection.

5.3.1 Seed weighting
In the TrustRank algorithm, each seed node is assigned

an equal value in the initial d vector in Equation 1. For
each seed page, this value represents that how likely that a
surfer will jump to this seed page if the surfer decides not
to follow any outgoing links. We study the behavior of the
TrustRank and Topical TrustRank algorithms by varying
this initial value. Instead of assigning a constant value for
each seed node, we assign to each node a value proportional
to its importance or quality. In effect we are saying that
some seed pages’ trust is more important than that of some
other seed pages. Thus, a surfer is more likely to jump to
a better trusted seed page. We make use of the normalized
PageRank value of each seed node within the seed set as the
seed node’s initial value.

5.3.2 Seed filtering
Low quality pages may exist within the pool of seed pages

obtained from topic directories (more specifically, open topic
directories). Even spam pages may exist within this pool.

In the latter case, the human editors may not be experts
at detecting spam or may still include the page despite its
spam nature for its content value. In addition, an expired
domain present in the seed set may have been taken by a
spammer.

To alleviate these situations, we employ some techniques
of seed filtering. By filtering out low quality pages from
the seed set, we expect to improve the performance of the
Topical TrustRank algorithm. For the measure of quality
of seed pages, we may use their PageRank or their Topical
TrustRank scores.

5.3.3 Finer topics hierarchy
Topic directories usually provide a tree structure for each

topic. Most existing papers use only the top level topics be-
cause calculation is expensive when finer topics are involved.

Intuitively, a finer topic hierarchy may be more accurate
to categorize pages on the Web.

For Topical TrustRank, the benefit of introducing finer
topics is in producing better partitions. For example, a page
may be a good page for sports, but since there are many
different kinds of sporting activities this page may not cover
all of them. It may make more sense to say that this page
is trustworthy for one sport, say tennis, but not some other
such as skiing.

Since we have a reasonably sized data set (the search.ch
data set) with finer topics available, which will be introduced
below in Section 6.1, we also test the use of finer topics and
measure the performance.

6. EXPERIMENTS

6.1 Data sets
We used two data sets to evaluate our proposed Topical

TrustRank algorithm.
The first data set is a general web crawl from Stanford’s

WebBase project [17]. We used the data set for January,
2001 as this data set has been used by several other re-
searchers (e.g., [14, 15, 19]). We downloaded the link graph,
and made use of the Internet Archive [18] to check page con-
tent when necessary. The link graph contained about 65M
pages that had a viable URL string. We also downloaded
the ODP RDF file of January 22, 2001 from dmoz.org [21]
for seed page selection.

The second data set is a country-specific web crawl cour-
tesy of search.ch, the Swiss search engine [25]. Since the
company also provided us labeled sites and domains em-
ploying various spam behavior, we used the site graph for
analysis. There are approximately 20M pages within this
data set and around 350K sites with the Switzerland coun-
try code (.ch). The company also provided us a list of sites or
domains which applied various spamming techniques (3,589
sites). We used these sites as the labeled data set for our
testing.

We also used an existing topic directory [25] with 20 dif-
ferent topics, similar to the ODP but which only listed pages
primarily within the Switzerland domain. Since we used the
site graph in our calculation and the topic directory listed
only pages, we used a simple transfer policy: if a site had a
page listed in a certain topic directory, we marked the site
to be of the same topic. In doing so, we marked 22,000 sites
as seeds partitioned by these 20 topics. We found the num-
ber of unique sites to be 20,005, as a number of sites were
included within several topics.

6.2 Bias of TrustRank
As shown earlier, TrustRank has a bias towards communi-

ties with more seeds in the seed set. We verify this behavior
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by topical trust scores.

of TrustRank experimentally. We applied TrustRank and
Topical TrustRank algorithms on the WebBase data.

First, we select the top 50 pages based on TrustRank
scores, then we decompose their TrustRank scores into the
component topical trust scores according to Equation 3 as
illustrated in Figure 2. We can see topics, such as “Refer-
ence”, “Regional” and “Games” dominate the top 50 rank-
ings. These topics are also the most heavily represented
ones in the seed set, verifying the bias of TrustRank towards
heavily represented communities.

Similarly, we select the top 50 pages based on the Topi-
cal TrustRank score (simple summation) and illustrate the
decomposition of these scores into the component topical
trust scores in Figure 3. We can see that the dominance
of topics such as “Reference”, “Regional” and “Games” is
reduced with other topics contributing more to the total
topical trust score of the page, presenting a more balanced
version of combining these individual topical trust scores.

6.3 Results for search.ch data
This section describes the results generated for the Swiss

data set provided by search.ch.

6.3.1 Basic results
Following the same methods described in the TrustRank

paper [13], we first calculated the PageRank value on the
search.ch site graph. Then, we put these sites into 20 buck-
ets, each bucket containing the sites with the sum of PageR-
ank values equal to 1/20th of the sum of all PageRank val-
ues.

Then we used the 20,005 seed sites from the search.ch
topic directory as the single seed list to calculate the
TrustRank score for each site. After that, we also put each
site into one of the 20 buckets. The criterion for this place-
ment is that each bucket for TrustRank has identical number
of sites as the corresponding PageRank bucket.

For Topical TrustRank, we used the seed set for each of the
20 topics to calculate topical trust scores for each site. After
this calculation, each site had a vector of 20 topical trust
scores, each of which represented how trustworthy this site
was within this topic community. To generate the Topical
TrustRank score, we apply the simple summation technique.
The sites are then ranked by their Topical TrustRank scores.
As in the case of TrustRank, we place these sites into one
of the 20 buckets. Again, the criterion is that each Topical
TrustRank bucket has an identical number of sites as the
corresponding PageRank bucket.

We measured the performance of each ranking algorithm.
Considering spam sites within top buckets to be more harm-
ful, we use the number of spam sites within the top 10
buckets as our first metric to measure the performance of
an algorithm. Our second metric is the overall movement of
these spam sites. It is defined as the sum of the differences
in bucket positions of labeled spam sites between the tested
ranking algorithm and the PageRank algorithm. The big-
ger this number, the better the performance of the ranking
algorithm in demoting spam sites.

The results obtained for the algorithms are summarized
in Table 2(a). There are 90 spam sites in the top ten buckets
by PageRank. TrustRank moves 32 of these spam sites out
of the top ten buckets leaving 58. Topical TrustRank moves
48 spam sites out of the top ten buckets retaining only 42.
The distribution of the spam sites within the top ten buckets
for these three algorithms are shown in Figure 4.

In terms of overall movement, TrustRank has an overall
movement of 4,537 while Topical TrustRank has an overall
movement of 4,620. The results shown in the Table 2(a) will
used as the baseline for further comparisons.

6.3.2 Results for random partitioning of seed set
In order to validate the idea of using topical information

to partition the seed set, we performed a random partition
test. Equation 2 tells us that if each partition contains an
equal number of seeds, then the summation of the partition-
specific trust scores of a page will yield its TrustRank score.
For a fair comparison, we generated random seed sets with
identical sizes to that of the topic-based partitions.

For the search.ch data set, we performed this random par-
titioning ten times. Each time, we calculated the trust score
of a site within each partition and generated a sum of these
scores. We then calculated the rank distribution of the 3,589
labeled spam sites. The number of spam sites within top 10
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Figure 4: Spam distribution within the top 10 buck-

ets out of 20 buckets for the search.ch data set.

Algorithm No. within Overall

top 10 buckets movement

PageRank 90 NA
TrustRank 58 4,537

Topical TrustRank 42 4,620

(a) Basic results on search.ch data.

Seed weighting No. within Overall

top 10 buckets movement

TrustRank 63 4,357
Topical TrustRank 37 4,548

(b) Performance of algorithms using seed weight-
ing on search.ch data.

Seed filtering No. within Overall

method top 10 buckets movement

PageRank 54 4,536
Topical TrustRank 42 4,671

(c) Performance of Topical TrustRank using seed
filtering on search.ch data.

Algorithm No. within Overall
top 10 buckets movement

With top layer 37 4,604
Without top layer 38 4,594

(d) Performance of Topical TrustRank using
finer topics on search.ch data.

Table 2: Results for search.ch data set.

buckets and the overall movement of spam sites are shown
in Table 3.

The results from Table 3 show that the performance of
random partitioning is quite unstable when compared to
the baseline results shown in Table 2(a). All ten partitions
generate worse results when compared to partitioning by
topic. Some random partitions generate better results than
TrustRank (1, 3, 4, 5, 7, 8, 10), while some others are worse
(2, 6, 9).

Partitioning No. within No. of

instance top 10 buckets movement

1 47 4575
2 69 4482
3 48 4581
4 52 4593
5 48 4539
6 74 4556
7 50 4521
8 46 4569
9 61 4568
10 54 4525

Average 54.9 4551

Table 3: Results of random partitioning of search.ch

data.

Figure 5: Simple summation vs. quality bias for the

search.ch data.

The presence of trials with improved performance (as well
an improved mean performance) re-inforces the idea that an
appropriate partitioning may be useful. Perhaps more im-
portantly, it demonstrates that even our initial topical pari-
tioning generates noticeably better performance than the
that of randomly generated partitionings.

6.3.3 Results for quality bias
We investigate the quality bias improvement described in

Section 5.2. For this, we weight each topical trust score by
the average PageRank score of the seeds within each topic
prior to summation. We observe 40 spam sites within the top
ten buckets, a slight improvement over the baseline result.
The overall movement is 4,620, which is identical to our
baseline results. The distribution of the spam sites within
the top ten buckets is shown in Figure 5.

6.3.4 Results for seed weighting
In the TrustRank paper [13], each seed node is given an

equal initial value of 1 over the total number of seed nodes.
In order to see whether giving different jumping probabil-

ities to seed pages can help to improve the performance, we
assign each node an initial value proportional to its Page-
Rank value. For a given seed list, we first calculate the sum
of these nodes’ PageRank values. Then for each node, the
initial value is given by the ratio of this node’s PageRank
value to the sum. By applying this seed weighting technique,
we calculate the TrustRank score and the Topical TrustRank
score for each site. The results are shown in Table 2(b).
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From Table 2(b), we can see that the numbers of spam
sites within the top ten buckets differ from those in the
baseline results. For TrustRank, this number has increased,
while for Topical TrustRank, this number has decreased.

This weighting method is useful in decreasing the number
of spam sites within top buckets. Although there are more
spam sites in the top ten buckets for TrustRank algorithm
when compared to the baseline results, we found less spam
sites within the top five buckets. But the overall movement
for both the algorithms are worse when compared to the
baseline results.

6.3.5 Results for seed filtering
As mentioned in Section 5.3.2, spam sites may exist within

the seed list, particularly when these pages are taken from
open directories. For example, we found 95 labeled spam
sites listed under different topics in the search.ch data set.

This is clearly undesirable since these spam seed sites will
receive unfair topical trust scores. Also, if these spam sites
point to other spam sites, these children spam sites may
inherit unfair topical trust scores too. So, it is desirable
to filter out low quality seeds before calculating Topical
TrustRank scores. One option is to check these seeds manu-
ally to get rid of the low quality seeds. This option is viable
in the case of TrustRank since only a few hundred seeds
were selected. But in our case, we have many more seeds.
For example, we have 20,005 seed sites for search.ch data
and about 2.1M seed pages for ODP. Also, these numbers
increase with time (there are about 4M pages listed in the
ODP today). Hence, seed filtering by manual checking is
not viable.

As described in Section 5.3.2, we tried two different meth-
ods for automatically filtering out some low quality seeds.
One method is to use PageRank scores to select good seeds,
i.e., we only keep the seed pages within the top ten Page-
Rank buckets. The second method is to use TrustRank val-
ues with topic-filtered seed sets. For each topic, we only
keep the top 50% of seeds based on the trust score ranking
for this topic.

After filtering, we ran the Topical TrustRank algorithm
again. The results are shown in Table 2(c). We see that
using PageRank for seed filtering does not improve the per-
formance, while using Topical TrustRank for seed filtering
improves the performance when compared to the baseline
results.

6.3.6 Results for two-layer topic hierarchy
We study whether a finer granularity of topics can help

improve performance.
For search.ch data set, we use the top two layer topics.

We notice that there are some leaf pages that belong only
to the top layer topic. In such cases, we treat the top layer
topic as a separate topic and pool these pages under it. In
doing so, we generate 326 different topics. Among them,
312 are second layer topics and the rest are the top layer
topics. We then calculate topical trust scores for each site
under these 326 topics. We calculate the summation of the
326 topical trust scores for each site. We also calculate the
summation of the 312 second layer topical trust scores for
each site. The results are shown in Table 2(d).

From Table 2(d), we can see that both these choices gener-
ate quite similar results. Compared to the baseline results in
Table 2(a), they decrease the number of spam sites within

the top 10 buckets by almost 12%, but the overall move-
ment is worse. This suggests that using a finer granularity
of topics may help reduce spam in top buckets.

6.3.7 Results for the aggregation of ideas
Since some of the above ideas can improve the perfor-

mance of Topical TrustRank, a natural idea is to combine
them.

We observe that four of our above ideas, i.e, using two
layer topics, seed filtering, seed weighting and quality bias
are orthogonal, so, it is viable for us to combine them.

First, we used the 326 seed sets from two layer topics. For
each topic, we then applied seed filtering by only keeping the
top 50% of seeds based on their Topical TrustRank scores.
Next, we applied seed weighting, i.e., we gave each seed an
initial value based on its PageRank score. After calculating
topical trust scores, we used the same quality bias described
in Section 5.2 to combine these topical trust scores. Finally
we calculated the distribution of spam pages based on the
ranking generated by this combined solution.

We found only 33 spam sites in the top ten buckets, a
reduction of 43.1% in spam sites from the top ten buckets
when compared to TrustRank in Table 2(a). This is the best
result produced by our technique thus far. The overall move-
ment is 4, 617, which is very similar to the one generated by
Topical TrustRank in Table 2(a).

6.3.8 Nature of demoted spam sites
To provide insight into the reason Topical TrustRank de-

motes spam more than TrustRank, we select a sample from
the labeled spam sites that have a lower bucket ranking in
Topical TrustRank than in TrustRank. Figures 6 and 7 show
the contribution of the individual topical trust scores to the
trust score assigned by TrustRank and Topical TrustRank
respectively.

In the case of TrustRank, we observe a large number of
sites with dominant topical trust score contributors. But
in Topical TrustRank, the dominance of these contributors
is reduced, producing a more balanced total topical trust
score.

We believe that in combining topical trust scores in a more
balanced way, Topical TrustRank is able to demote spam
sites that take advantage of trust scores propagated from
bigger communities.

6.4 Results for WebBase data
This section describes the results for WebBase data set.

The ODP topic directory data is used as the seed set. Here,
we use the page level link graph for calculation.

Similar to search.ch data, we calculate the PageRank
value for each page and then put these pages into one of
the 20 buckets based on their ranking by PageRank value.
Again the sum of all the pages’ PageRank scores within each
bucket is 5% of the sum of all PageRank values.

The ODP content is archived over time [22]. We used
the record for January, 2001 to generate seed pages that
matched the WebBase data set. We extracted 194K pages
listed for the 17 top-level topics. We used the combination
of these pages as the seed set. We calculated the TrustRank
score and Topical TrustRank score for each page.

We would like to calculate the distribution of spam pages
for the different algorithms. Due to the lack of labeled spam
pages, we can not easily generate this distribution. An op-
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Figure 6: Topical contribution in TrustRank for

spam sites.
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Figure 7: Topical contribution in Topical TrustRank

for spam sites.

tion is to use an approach similar to the one used in the
TrustRank paper, i.e., extracting a sample from each of the
20 buckets and manually checking them to find spam sites.
We followed the same approach, but only detected 16 pages
after manually checking 500 pages. This spam ratio was
too small for us to draw convincing conclusions; we did not
proceed with this approach.

Another method of characterizing spam in the ranking
generated by different algorithms is to see which algorithm
presents a larger number of spam pages within the set of
pages it demotes. The larger this number, the better the
algorithm is in demoting spam pages.

6.4.1 Spam ratio comparison
In order to find the spam ratio for TrustRank and Topi-

cal TrustRank, we first generate the list of pages that have
a better PageRank bucket ranking than TrustRank bucket
ranking. Then we generated another list of pages that have
a better PageRank bucket ranking than Topical TrustRank
bucket ranking. Both lists contain about 8M pages.

Figure 8: Spam distribution for WebBase data set.

From the list of pages that have a better PageRank bucket
ranking than TrustRank bucket ranking, we randomly se-
lected 148 pages and found 30 spam pages after manual
checking, hence the percentage of spam was 20.2%. From
the list of pages that have a better PageRank bucket rank-
ing than Topical TrustRank bucket ranking, we randomly
selected 164 pages and found 50 spam pages, hence the per-
centage of spam was 30.4%. By these numbers, we can see
that the accuracy of Topical TrustRank is about 10% higher
than that of TrustRank (an approximately 50% improve-
ment).

6.4.2 Results for the aggregation of ideas
As shown in Section 6.3.7, the combination of the ideas of

seed filtering, seed weighting, quality bias, etc. can improve
performance. We tried a similar experiment for WebBase
data. First seed filtering is applied, i.e., we only keep the
top 50% seeds for each topic based on each page’s topical
trust score. Then seed weighting is used, i.e., each seed
node is assigned an initial value proportional to its Page-
Rank value. After calculating topical trust scores under each
topic, we use the quality bias introduced in Section 5.2 to
generate a weighted sum of these scores. To test the result
of this combined method, we randomly select a list of 161
pages from the pages that are demoted by this combined
method. Among them, we find 53 pages utilizing spamming
techniques. The spam ratio is 32.9%, which is higher than in
the unaggregated version. This again demonstrates that the
combination of these ideas can help improve performance.

6.4.3 Distribution of spam pages
From above manual checking processes, we identified 133

spam pages in total. These spam pages are then used to
generate a distribution for the three ranking algorithms, i.e.,
PageRank, TrustRank and Topical TrustRank. The distri-
bution is shown in Figure 8. We observe that in the case of
Topical TrustRank, fewer spam pages exist in the top rank-
ing buckets when compared to TrustRank. There are 21
spam pages within the top 10 buckets by TrustRank, while
there are 17 spam pages within the top 10 buckets by Top-
ical TrustRank. We also calculated the overall movement
of these spam pages. The overall movement of spam pages
by TrustRank and Topical TrustRank are 604 and 628 re-
spectively. These numbers confirm that Topical TrustRank
performs better than TrustRank in demoting spam pages.
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Figure 9: Distribution of scores on the WebBase

data for the three ranking algorithms.

6.4.4 Distribution of scores for WebBase data
For the sake of curiosity, we plot the distribution of scores

for PageRank, TrustRank and Topical TrustRank for Web-
Base data. We aggregate the 65M pages in the data set
into 1,000 superpages. Each superpage contains an equal
number of pages, with the first superpage containing the
top ranked 65K pages, the second superpage containing the
next 65K pages and so on. The value of a superpage is given
by the sum of the scores of the pages in the superpage. In
the case of Topical TrustRank, we divide the value of each
superpage by the number of topics (17) to bring all the three
algorithms to the same scale.

Figure 9 shows the distribution of scores for the three algo-
rithms in a log-log plot. TrustRank and Topical TrustRank
have similar curves and are different from the curve of
PageRank. We observe that the curves of both TrustRank
and Topical TrustRank drop to zero at the point on the X-
axis that represents nearly 20% of the pages in the dataset.
Hence, about 80% of pages are not reached from the seed
set.

7. DISCUSSION
In an attempt to reduce the bias towards heavily rep-

resented communities in the seed set, we proposed an ap-
proach of combining topical trust scores by a simple sum-
mation. Although this has the desirable effect of reducing
the ranking of spam pages in bigger communities, it also
has the effect of boosting the rankings of spam pages within
smaller communities. Hence, there is a tradeoff involved in
this simple combination technique. We saw in Section 6.3.3
that performance of Topical TrustRank may be improved by
introducing a quality bias like the Average PageRank of the
seed nodes. The introduction of quality biases like the one
used offer a promising direction towards providing a better
combination of topical trust scores.

It is possible there may exist partitioning methods su-
perior to partitioning by topic. For example, by exploiting
knowledge of the global link structure. We intend to explore
this in the future.

Another issue that confronts us is that a page in a topic di-
rectory may be listed in several different topics. Since we use
the pages listed under each topic as a seed set, these multi-
topic pages will be counted multiple times. In TrustRank,
these multi-topic pages are counted only once. Dealing with
these pages is an area of future work.

Chakrabarti et al. [3] have pointed out that the topic drifts
with increasing steps away from the starting seed page. So,
a possible improvement for Topical TrustRank may involve
a classifier that determines the topic of children pages of a
page. Then instead of sharing the same portion of a par-
ent’s topical trust score, each child page gets a fraction of
the parent’s topical trust score proportional to its topical
similarity with the parent. More sophisticated models can
be built for this task.

8. CONCLUSION
Topical TrustRank combines topical information with the

notion of trust on the Web based solely on link analysis tech-
niques. We point out that TrustRank has a bias towards big-
ger communities. We also demonstrate that partitioning by
topic can beat TrustRank, as well as random partitionings
in demoting top ranking spam pages. We also investigate
different ideas that may improve the performance of Topical
TrustRank. We demonstrated experimentally that our tech-
nique can decrease spam by 19%-43.1% from the top ranked
sites when compared with TrustRank.
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