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Abstract—Relational machine learning has become increasingly important due to the recent proliferation and ubiquity of network data. However, existing methods are not designed for interactive learning and have many unrealistic assumptions that greatly limit their utility in practice. For instance, most existing work has focused on graphs with high relational autocorrelation (homophily) and perform poorly otherwise. To overcome these limitations, this paper presents a similarity-based relational learning framework called Relational Similarity Machines (RSM) for networks with arbitrary relational autocorrelation. The RSM framework is designed to be fast, accurate, and flexible for learning on a wide variety of networks. The experiments demonstrate the effectiveness of the RSM framework.
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I. INTRODUCTION

Networks (relational data, graphs) encode dependencies between entities (people, computers, proteins) and allow us to study phenomena across social [1], technological [2], and biological domains [3]. Recently, relational machine learning (RML) methods were developed to leverage relational dependencies [4], [5], [6] between nodes to improve predictive performance [7], [8], [9], [10], [5], [11].

Relational classifiers can sometimes outperform traditional iid ML techniques by exploiting dependencies between class labels (attributes) of related nodes. However, the performance of RML methods can degrade when there are few labeled instances (majority of neighboring instances are also unlabeled). Collective Classification (CC) aims to solve this problem by iteratively predicting labels and propagating them to related instances [12]. Unfortunately, the performance of CC methods may also degrade when there are very few labels available, e.g., label density < 0.01 [9]. In both situations, if not careful, the performance of RML methods may degrade to a point where iid techniques perform better.

Despite the fundamental importance of these techniques, the vast majority of RML methods rely on a significant amount of relational autocorrelation, i.e., homophily [13] existing in the data. It has been noted that RML techniques may perform worse than iid methods when there is low or even modest relational autocorrelation (Figure 1). One particular case that arises quite often in practice is shown in Figure 1. For instance, molecular, chemical, and protein networks often have between 2 and 20 class labels, which are highly correlated with the structural properties and behavior surrounding a given node or edge in the graph [14], [15]. Furthermore, the nodes whom share class labels are often not directly connected, or even in the same community, but share similar structural properties and behavior (or role [16]) in the network as shown in Figure 1. Current methods work well when the neighboring labels of a node are highly correlated (i.e., the neighbors of a node have the same class label), but perform poorly otherwise. Instead, this work proposes a relational learning framework based on maximizing similarity called RSM, which generalizes across the spectrum of relational data characteristics, and avoids the issues, assumptions, and limitations of existing methods. In particular, RSM is able to learn and accurately predict the class labels of nodes (links, subgraphs) in large (attributed) networks that are extremely noisy and sparsely labeled (with unbalanced classes). Most importantly, RSM is designed for interactive RML and able to handle networks with arbitrary relational autocorrelation by adjusting a simple hyperparameter.

In addition, existing methods also have difficulty learning with graph data that is large, noisy, probabilistic, sparsely labeled, attributed, and are sensitive to many other issues and data characteristics that often arise in practice. Moreover, obtaining labeled data is also expensive, and thus RML methods should be robust to learning with few labeled instances. Furthermore, relational representation and transformations of the nodes, links, and/or features can dramatically affect the capabilities and results of such algorithms [6]. Unlike previous work, RSM is designed to be fast and scalable for real-time interactive RML.

To solve these problems, this paper introduces relational similarity machines (RSM) — an efficient interactive similarity-based graph learning framework. The framework is well-suited for classification tasks in graphs with arbitrary homophily and heterophily. It also generalizes to both graph-based supervised and semi-supervised learning (SSL) [17] and gives rise to a variety of methods for both settings. RSM is extremely fast, space-efficient, accurate, flexible with many
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- Interchangeable components, and highly scalable for real-time interactive learning. In addition, RSM is designed to be intuitive and easy to adapt and encode application constraints. The similarity-based graph learning framework also has many other attractive properties including its robustness to noise as well as its ability to handle sparsely labeled graph data.

The main strengths of our approach include:

- A general principled similarity-based relational learning framework for supervised and semi-supervised learning (SSL) in large graphs.
- Accurate for prediction in graphs with arbitrary homophily and heterophily
- Fast and scalable for interactive relational learning and other applications requiring real-time performance
- Flexible with many interchangeable components (e.g., parameterized similarity function)

II. RELATIONAL SIMILARITY MACHINES

This section describes a general relational learning framework based on the notion of maximum similarity called relational similarity machines (RSM). The similarity-based relational learning framework gives rise to a large class of graph-based supervised and semi-supervised learning algorithms and serves as a unifying basis for studying them.

Let $G = (V, E, \mathcal{X})$ be an attributed graph where $V$ is
a set of nodes $E$ is a set of edges and $\mathcal{X}$ is the set of $n$
training objects $\{(x_1, y_1), \ldots, (x_i, y_i), \ldots, (x_n, y_n)\}$
where each $x_i \in \mathbb{R}^d$ is a $d$-dimensional feature vector for node
$v_i$ and $y_i \in \{1, 2, \ldots, k\}$ is the class label of $v_i$, also
denoted simply as $\xi(v_i)$. For convenience, let $X \in \mathbb{R}^{n \times d}$
and $Z \in \mathbb{R}^{m \times d}$ be matrices consisting of $n$ training and $m$
test instances, respectively. Further, we define $x_i \in \mathbb{R}^d$ (or $X_i$)
as the $i^{th}$ row vector of $X$, and similarly $z_j$ is the $j^{th}$
row vector of $Z$.

Definition 2.1 (Within-network classification): Given
a (attributed) graph $G$, a known set of node labels
$Y^f = \{y_i | v_i \in V^f\}$ for nodes $V^f \subset V$, the within-network
classification task is to infer $Y^u$ — the set $V^u = V \setminus V^f$
of remaining vertices with unknown labels.

We define $C$ to be the set of class labels, and thus, $k = |C|$
is the number of unique labels. As shown later, our approach
naturally generalizes to both binary classification problems
where $y_i \in \{1, 2\}$ as well as large multiclass classification
problems where $|C| > 2$, and thus, $y_i \in \{1, 2, \ldots, k\}$.

Further, let $A = \{A_{ij}\}$ be the adjacency matrix of $G$ where
$A_{ij} = 1$ if there exists $(v_i, v_j) \in E$ and $A_{ij} = 0$ otherwise.
Note $A$ may also be used to encode edge attributes; given
$w$ for $(v_i, v_j) \in E$, $A_{ij} = w$. WLOG sets are ordered, thus
$V = \{v_1, v_2, \ldots, v_{|V|}\}$ is an ordering of the nodes in
$G$ s.t. $v_i < v_j$ iff $f(v_i) \leq f(v_j)$ where $f(\cdot)$ is an arbitrary
function. Vertices $u$ and $v$ are adjacent if $(v_i, u) \in E$. Given
a vertex $v \in V$, let $\Gamma(v) = \{w \{v, w\} \in E\}$ be the set of
vertices adjacent to $v$ in $G$. For a vertex $v \in V$, let $d_w$ be
the degree of $v$. The maximum degree is denoted by $\Delta$.

Assume w.l.o.g. that rows of $X$ and $Z$ have been
normalized to length 1 using the $\ell^2$-norm. Nevertheless, given
a radius of sufficient magnitude it is conceptually simple
and trivial algebraically to approximate a hyperplane by a
spherical area, i.e., simply add the radius of the sphere to
the coefficients of each point and normalize. Thus, general
classification of points in $\mathbb{R}^d$ are easily addressed in RSM.

A general computational framework for RSM is given in Alg. 1. The RSM framework gives rise to a large space of potential relational learning methods due to RSM’s powerful representation and flexibility. Furthermore, many of the learning components in Alg. 1 are naturally interchangeable. The subsequent sections discuss the main components of RSM. In particular, Section II-A presents the supervised learning component whereas Section II-B introduces the semi-supervised learning (SSL) component of RSM.

A. Supervised Component

Given an unlabeled test node $v_i \in V^u$ and its feature vector
$x_i \in \mathbb{R}^d$, we demonstrate how to estimate the weights for $v_i$
from the set of labeled nodes $V^f$ (Line 11-17). First, the set of
labeled nodes $V^f$ is decomposed into two key subsets:

$$N = \{v_j \in \Gamma_h(v_i) \mid v_j \in V^f\}$$

$$Q = \{v_j \not\in \Gamma_h(v_i) \mid v_j \in V^f\}$$

where $N$ (Eq. 1) is the set of labeled neighbors within $h$-hops
of $v_i \in V^u$ and $Q$ (Eq. 2) is the set of labeled non-neighbors.
These sets are then used to decompose the similarity scores of the labeled nodes $V^l$ into $k$-dimensional weight vectors $w_i^R$ and $w_i^I$ where $w_i^R \in \mathbb{R}^k$ is the weight vector estimated using $N$ (Eq. 1) and $w_i^I \in \mathbb{R}^k$ is the weight vector estimated using $Q$ (Eq. 2). The similarity score $S_{ij}$ in Line 12 of Alg. 1 represents the similarity between the feature vector $z_i$ of the test node $v_i \in V^u$ and the feature vector $x_j$ of $v_j \in V^l$. Note $S_{ij}$ is implicitly computed and the full similarity matrix $S$ is never stored as $S_{ij}$ is immediately combined and discarded.

The similarity scores accumulated from each set of labeled nodes are then combined as follows:

$$ w_i = \alpha w_i^R + (1 - \alpha)w_i^I $$

where $\alpha$ is a hyperparameter which satisfies $0 \leq \alpha \leq 1$, and $w_i \in \mathbb{R}^k$ is the non-negative vector with $W_{ik} \geq 0$. For convenience, assume $w_i$ is also a stochastic row vector with $\sum_k W_{ik} = w_i^T e = 1$. For a completely supervised variant of RSM, we simply skip Lines 18-25 in Alg. 1 and set $\tau = 1$. The class of a test node $v_i \in V^u$ is then predicted as:

$$ \xi(z_i) = \arg\max_{k \in C} [\alpha w_i^R + (1 - \alpha)w_i^I] $$

where $\xi(z_i)$ is the class with maximum similarity taken over all other class labels.

### B. Semi-Supervised Learning Components

In this section we discuss the semi-supervised learning (SSL) components of RSM that make use of unlabeled data to improve predictions. In this work, we consider the similarity between the set of unlabeled nodes $V^u$ (Line 19-25) and use this similarity to estimate class probabilities for the test node $v_i$ being predicted. Given an unlabeled test node $v_i \in V^u$ (to predict), we decompose $V^u$ into the sets:

$$ N' = \{ v_j \in \Gamma_h(v_i) \mid v_j \in V^u \} $$

$$ Q' = \{ v_j \notin \Gamma_h(v_i) \mid v_j \in V^u \} $$

where $N'$ is the set of unlabeled neighbors of $v_i$ and $Q'$ is the set of unlabeled non-neighbors, i.e., nodes that are not neighbors of $v_i$. The weights are decomposed into $m_i^R \in \mathbb{R}^k$ and $m_i^I \in \mathbb{R}^k$ where $m_i^R$ is the weight vector estimated using $N'$ and $m_i^I$ is the weight vector estimated using $Q'$.

Given $v_i, v_j \in V^u$ and their $d$-dimensional feature vectors $z_i$ and $z_j$, we first derive a measure of similarity $S_{ij} = \Phi(z_i, z_j)$ where $\Phi(\cdot, \cdot)$ is an arbitrary similarity function. Recall the supervised component (Line 11-17) of RSM used $S_{ij} = \Phi(z_i, x_j)$ to update the weight corresponding to the class of the training node $v_j \in V^l$. However, in this case both the class label of $v_i$ and $v_j$ are unknown. Thus, instead of using the similarity $S_{ij}$ to update the estimate of a particular class (Section II-A), we instead use $S_{ij}$ to update all class estimates (Lines 21-24). More specifically, given a class $k \in C$, the update is $S_{ij}(P_{ik}P_{jk})$ where $P_{ik}$ and $P_{jk}$ represent the current probability that $v_i$ and $v_j$ belong to class $k$. Thus, $S_{ij}$ is essentially a weighted similarity using the current class probabilities $P_{ik}$ and $P_{jk}$. The weighted similarities are added to either $m_i^R$ or $m_i^I$ (Lines 21-24). The semi-supervised weight vectors $m_i^R$ and $m_i^I$ accumulated from the sets of unlabeled neighbors (Eq. (5)) and unlabeled non-neighbors (Eq. (6)) of a given test node $v_i \in V^u$ are then used to derive $m_i \in \mathbb{R}^k$ as follows:

$$ m_i = \beta m_i^R + (1 - \beta)m_i^I $$

### Algorithm 1 Relational Similarity Machines (RSM) Framework

1. procedure RSM($G, X, Z, \tau_{\max}$)
2. Normalize all data; Set $\tau \leftarrow 1$ and $U = \emptyset$
3. Estimate the class priors $P = [\ldots \, p_i \ldots]^T$ where $p_i \in \mathbb{R}^k$ is the estimated prior for $v_i$
4. repeat
5. Compute relational features based on neighbor classes
6. Compute relational features based on neighbor attributes
7. Append the relational features from Line 5-6 to the current set of features and renormalize.
8. for each $v_i \in V^u$ in order
9. Set $w_i^R, w_i^I, m_i^R, m_i^I \rightarrow 0 = [0 \cdots 0]^T \in \mathbb{R}^k$
10. Obtain a set $J$ by sampling $(V^u \cup U)$ via an arbitrary (weighted/uniform) distribution $F$ (if needed, otherwise $J = V^u \cup U$)
11. parallel for each $v_j \in J$
12. \hspace{1em} Supervised component
13. \hspace{2em} Set $s_{ij} \rightarrow \Phi(z_i, x_j)$
14. \hspace{2em} Let $k \in \{1, \ldots, |C|\}$ be the class label of $v_j \in V^l$
15. \hspace{2em} if $v_j \in \Gamma_h(v_i)$ then
16. \hspace{3em} Update $w_i^R \leftarrow w_i^R + p_{ik} \cdot s_{ij}$ \hspace{1em} labeled neighbor
17. \hspace{3em} else Update $w_i^I \leftarrow w_i^I + p_{ik} \cdot s_{ij}$ \hspace{1em} labeled non-neigh.
18. end parallel
19. Obtain a set $J$ by sampling $(V^u \setminus U)$ via an arbitrary (weighted/uniform) distribution $F$ (if needed, otherwise $J = V^u \setminus U$)
20. parallel for each $v_j \in J$
21. \hspace{1em} Supervised component
22. \hspace{2em} Set $s_{ij} \rightarrow \Phi(z_i, x_j)$
23. \hspace{2em} for each class $k \in C$ do
24. \hspace{3em} if $v_j \in \Gamma_h(v_i)$ then
25. \hspace{4em} $m_{ik} \leftarrow m_{ik}^R + s_{ij}(p_{ik}P_{jk})$ \hspace{1em} labeled neighbor
26. \hspace{4em} else $m_{ik} \leftarrow m_{ik}^I + s_{ij}(p_{ik}P_{jk})$ \hspace{1em} unlabeled, non-neigh.
27. end parallel
28. Normalize $w_i^R, w_i^I, m_i^R, m_i^I$ (see text for discussion).
29. Update $p_i$, via Eq.(3)-(8)
30. Solve $y_i \leftarrow \arg\max_{k \in C} P_{ik}$ \hspace{1em} $k$ is the class label
31. Find $V^l \subset V^u$ s.t. $V^l$ is the top-$\kappa$ nodes with largest confidence and $\kappa = \{\psi(V^u \setminus U)\}$. Set $U \leftarrow U \cup V^l$ and update $\psi$ if needed.
32. Include $P, W^R, W^I, M^R, M^I$, and/or $c$ as features (see text)
33. Set $\tau \leftarrow \tau + 1$ and renormalize data
34. until stopping criterion is reached or $\tau > \tau_{\max}$

\[ m_i = \beta m_i^R + (1 - \beta)m_i^I \]
where $\beta$ is a hyperparameter which satisfies $0 \leq \beta \leq 1$ and effectively determines the weight given to the unlabeled disconnected nodes relative to the importance of the unlabeled connected nodes. Hence, as $\beta \to 1$ the weights estimated via the connected unlabeled nodes are given more influence in the learning and conversely for $\beta \to 0$.

In addition to the above SSL strategy, we also estimate the confidence of each unlabeled test node after every iteration $\tau$ in Alg 1 and predict the labels of the top-$\kappa$ nodes for which we are most certain (min uncertainty) where $\kappa = \lceil \psi \cdot |V^u \setminus U| \rceil$ and $\psi$ is the fraction of nodes to predict labels for at each iteration. These nodes are added to $U$ and used in subsequent iterations (Alg. 1 Line 31).

C. Collective Update

Now we jointly estimate $p_i^{(r+1)}$ for test node $v_i \in V^u$ using the $k$-dimensional weight vectors $w_i$ and $m_i$ as follows:

$$p_i^{(r+1)} = \left( \frac{\text{current estimate}}{\text{Supervised}} + \frac{\text{previous}}{\text{SSL}} \right) + p_i^{(r)} \tag{8}$$

The update equations in Eq. (3)-(8) combine the learned weights from the different learning components that leverage labeled (supervised) and unlabeled nodes (semi-supervised), as well as connected (neighbors) and disconnected (non-neighbor) nodes. Thus, $p_i^{(r+1)}$ is the new estimate and derived by combing the estimated weights from the four different learning settings. It is straightforward to leverage other update equations as well as add regularization for different applications and data characteristics. This is especially useful for interactive relational learning [18]. A fundamental advantage over other approaches is the accuracy, efficiency, and flexibility of RSM for graphs with homophily and heterophily. To ensure RSM is fast with real-time response rates for interactive learning, we sample from the various types of nodes (Alg. 1: Line 10 and 18).

D. Maximizing Relational Similarity

At the heart of relational similarity machines (RSM) lies the notion of maximum similarity. Let $X \in \mathbb{R}^{n \times d}$ be a matrix where the rows represent training nodes and the columns represent features. Further, let $Z$ be a matrix of test node feature vectors, then the class of a single test node $z_i \in V^u$ is predicted as follows. First, the similarity of $z_i$ with respect to each training example in $X$ is computed. For instance, suppose $x_j \in C$ then $S_{ij} = \Phi(z_i, x_j)$ is added to the $k$th element $w_k$ of the weight vector $w$. Note we use $w$ in this section to denote an arbitrary weight vector which is not to be confused with $w$ in Section II-A. The similarity of the instances in $X$ of class $k$ with respect to the test node feature vector $z_i$ is formalized as,

$$w_k = \sum_{x_j \in X_k} \Phi(z_i, x_j) \tag{9}$$

where $X_k$ is the set of training node feature vectors from $X$ of class $k \in C$. Thus $w$ is simply

$$w = \begin{bmatrix} \sum_{x_j \in X_1} \Phi(z_i, x_j) \\
\vdots \\
\sum_{x_j \in X_c} \Phi(z_i, x_j) \end{bmatrix} \tag{10}$$

After computing $w$, then $z_i$ is assigned to the class with maximum similarity. Therefore, we predict the class of $z_i$ using the following decision function:

$$\xi(z_i) = \arg\max_{k \in C} w_k \tag{11}$$

where $\xi(\cdot)$ is the predicted class. The above requires $z_i$ to be more similar to class $k$ than to any other class.

The above formalization corresponds to the supervised learning component presented in Section II-A where $X_k$ can be defined as the feature vectors for the train nodes in $N$, $Q$, or both $V^k = N \cup Q$. It is straightforward to extend the above to the SSL components described formally in Section II-B. We now state the complete decision function that uses both the supervised and semi-supervised weight vectors. More formally, the class label of a test node $z_i$ is:

$$\arg\max_{k \in C} \left[ w_{ik} + m_{ik} + p_{ik} \right] \tag{12}$$

The RSM framework uses parameterized similarity functions and does not require mappings in high-dimensional Hilbert spaces. A few of the similarity functions investigated in this work are given below. Recall that $X$ and $Z$ are matrices consisting of training and test node features, respectively. We can interpret $ZXX^T$ as a similarity matrix $S$ with the dot product as the similarity measure.

Radial Basis Functions (RBF): Given $d$-dimensional vectors $z_i$ and $x_j$, the RBF similarity function is:

$$\Phi(z_i, x_j) = \exp\left(-\frac{||z_i - x_j||^2}{2\sigma^2}\right) \tag{13}$$

where the radius of the RBF function is controlled by choice of $\sigma$, i.e., tightness of the similarity measure.

Polynomial Functions: A common class of similarity measures are polynomial functions of the form:

$$\Phi(z_i, x_j) = \left( \langle z_i, x_j \rangle + c \right)^q \tag{14}$$

where $q$ is the degree of the polynomial and $c$ is a regularization term trading off higher-order terms for lower-order ones in the polynomial. A generalization of the above is $\Phi(z_i, x_j) = (a \langle z_i, x_j \rangle + c)^q$. Linear-RSM and quadratic-RSM are special cases of Eq. (14) where $q = 1$ and $q = 2$, respectively. Polynomial kernels are important for NLP and
other applications [19].

**Sigmoid Kernel:** The sigmoid kernel is defined as

\[ \Phi(z_i, x_j) = \tanh \left( a \langle z_i, x_j \rangle + c \right), \]  

where \( a \) and \( c \) are constants representing the slope and intercept, respectively. The sigmoid kernel is important in neural networks and deep learning [20], [21].

**Cauchy Similarity Function:** The Cauchy “long-tailed” similarity function is defined as:

\[ \Phi(z_i, x_j) = \frac{1}{1 + \|z_i - x_j\|^2}. \]  

### E. Over and Under Fitting Conditions

Parameterized similarity measures such as RBF’s \( \sigma \) and the degree-\( q \) of the polynomial kernel control the tightness of such measures. Extreme values of these parameters correspond to total overfitting (extreme tightness) where \( \sigma \to \infty \), or total underfitting (lack of tightness) at the other extreme where \( \sigma \to 0 \). Let \( S = \langle Z, X \rangle \) be defined as the similarity matrix \( \forall v_i \in V^n, v_j \in V^t : \Phi(z_i, x_j) \). As \( \sigma \to 0 \) (or \( q \to 0 \) in polynomial functions) then \( S \to \epsilon e^\epsilon \) where \( \epsilon = [1 \ 1 \ \cdots \ 1]^T \) and thus \( S \) is close to low-rank. Consequently, all objects appear equally similar, and results in a decision function that assigns each test instance to the class with the largest number of instances, thus, this extreme case is called extreme underfitting. Similarly, \( \sigma \to \infty \) then \( S \to I \) where \( I \) is the identity matrix and thus is full rank with all eigenvalues equal to 1. As the similarity matrix \( S \) converges towards \( I \), the decision function converges towards extreme overfitting.

### F. Discussion

To ensure RSM is fast for large graph data, Alg. 1 samples nodes in the training set from each class (Line 10 and 18). Recall that \( n \) denotes the number of train instances, \( m \) denotes the number of test instances, and \( d \) is the number of features. Sampling has three important advantages. First, it serves as a bound on the time complexity per node and reduces it from \( O(nd) \) to \( O(|J| \cdot d) \) where \( |J| \ll n \). Second, it reduces the impact when one or more classes are significantly skewed or underrepresented (e.g., one can ensure that approximately the same number of unlabeled and labeled nodes are used in the prediction). Finally, a stratified sampling approach can be used to select nodes proportionally from the different classes (or for the unlabeled nodes, one can use the probability distributions estimated for each node).

## III. Complexity Analysis

### Time Complexity: Given \( n \) training instances, \( m \) test instances, and \( d \) features, RSM takes \( O(nd) \) time on a single test instance (in the stream), and therefore \( O(nmd) \) for all \( m \) test examples. The complexity for both sparse and dense training sets \( X \in \mathbb{R}^{n \times d} \) are given below. Consider the case where \( X \) is sparse and stored as a sparse matrix using compressed sparse column/row format. The cost of a single test example is \( O(|X|) \) linear in the number of nonzeros in \( X \) denoted by \( |X| \). Further, assuming \( p \) processing units, then \( O(|X|/p) \), and hence is very scalable for real-time systems. Now suppose \( X \) is a dense matrix. Given a dense training set \( X \in \mathbb{R}^{n \times d} \) (few zeros), it takes \( O(nd) \) time for each test object, and \( O(nd^2) \) assuming \( p \) processing units. The time is reduced by sampling from the various types of instances (Alg. 1: Line 10 & 18). In particular, the time to infer the label of a single test instance is reduced from \( O(nd) \) to \( O(|J| \cdot d) \) where \( |J| \ll n \).

### Space Complexity: Finally, we discuss the space complexity of the proposed relational learning framework. Given a single test node to predict, RSM takes only \( O(k) \) space where \( k \) is the number of classes. This is of course in addition to the graph and features. For parallel learning and inference using \( p \) workers, the lock-free version of RSM takes \( O(pk) \) space. To avoid locks, each worker maintains a \( k \)-dimensional vector of similarity scores, which are then combined upon completion. Now, suppose collective inference is used, then RSM takes only \( O(nk) \) space where \( n \) is the number of test nodes with unknown class labels.

## IV. Experiments

The experiments are designed to investigate the effectiveness and scalability of the RSM learning framework.

### A. Experimental Setup

The data used in the experiments is available at Network Repository [22]. Unless otherwise mentioned, we perform a grid search over \( \alpha, \beta \in \{0, 0.01, 0.1, 0.25, 0.5, 0.75, 0.99, 1\} \) and \( \sigma \in \{0.001, 0.01, 0.05, 0.1\} \). We use 10% of the labeled nodes as training unless otherwise mentioned. The model is selected using 5-fold cross-validation and results are averaged over 20 trials. The initial class prior is set to the overall class label distribution and a fast belief-propagation approach is used to obtain an initial estimate. Unfortunately, there are no existing interactive RML methods to use as baselines for evaluating RSM. Nevertheless, we extend WVRN [7], RPT [23], SVM-G (with graphlet features) [24] and RSM-\( iid \) for interactive RML and use these as baselines for comparison. These baseline models were chosen since they have similar time and space complexity and are straightforward to extend for interactive RML.

### B. Experiments on Graphs with Homophily

This section investigates the classification performance of RSM for graphs with homophily. Classification results comparing RSM to the baseline methods are shown in Table I. Note \( \mathcal{L} \) in Table I is an intuitive measure of homophily called label consistency [7] defined as \( \mathcal{L}(G) = 1/|E| \sum_{(v_i, v_j) \in E} \mathcal{L}(v_i, v_j) \) where \( \mathcal{L}(v_i, v_j) = 1 \) if \( \xi(v_i) = \xi(v_j) \).
We also investigate the real-time performance capabilities of RSM for the interactive RML problem (Figure 3). Overall, RSM is shown in Table III to be extremely fast with real-time response times in the range of a few ms or less. Notably, the results indicate that RSM is fast and naturally able to support real-time interactive learning and inference. In particular, RSM is able to provide rapid immediate (and visual) feedback to the user at real-time interactive response times (Section IV-F).

### Table III

**AVERAGE TIME PER TEST INSTANCE**

| Graph                  | \(|V^t|\) | \(|C|\) | avg. time |
|------------------------|----------|--------|-----------|
| soc–TerroristRel       | 90       | 2      | 0.18 ms   |
| aff–polbooks           | 12       | 3      | 0.12 ms   |
| cora                   | 272      | 7      | 0.97 ms   |
| DD64                  | 417      | 20     | 3.10 ms   |
| political-retweet      | 1848     | 2      | 0.15 ms   |

### Table II

**CLASIFICATION RESULTS FOR GRAPHS WITH HOMOPHILY**

| Graph      | \(|C|\) | \(|L|\) | RSM  | RSM-ID | WVRN | SVM-G | RPT |
|------------|--------|--------|------|--------|------|-------|-----|
| aff–polbooks | 3     | 66.6%  | 89.25 | 71.16  | 74.41 | 69.89 | 70.97 |
| bio–Gene   | 2     | 79.7%  | 85.27 | 64.88  | 72.41 | 61.85 | 60.24 |
| Enzymes349 | 2     | 50.0%  | 77.81 | 67.93  | 62.50 | 55.36 | 66.07 |
| musicGenre | 8     | 84.9%  | 82.35 | 51.57  | 60.59 | 48.63 | 55.56 |

### C. Experiments on Graphs with Heterophily

We also investigate the effectiveness of RSM on graphs with heterophily. Results are provided in Table II. F1 score is used for evaluation due to the unbalanced nature of these graph problems and the large number of classes [25]. Notice the label consistency \(L\) of these graphs is small as shown in Table II which indicates heterophily. In all cases, RSM outperforms WVRN, SVM-G, and RPT across all networks with an average gain of 24%, 52%, and 17% respectively. More strikingly, we observe that RSM-ID outperforms WVRN, SVM-G, and RPT across all graphs with heterophily. Notably, RSM-ID uses only relational and graph topology features such as 3 and 4-vertex graphlet counts. This indicates the importance of appropriately moderating the heterophily and homophily dependencies. Further, existing relational learning methods are unable to handle graphs with low levels of label consistency (heterophily). It is evident from the results that RSM is flexible for prediction in networks with both homophily and heterophily.

### Table II

**HETEROPOHILY CLASSIFICATION RESULTS**

| Graph      | \(|C|\) | \(|L|\) | RSM  | RSM-ID | WVRN | SVM-G | RPT |
|------------|--------|--------|------|--------|------|-------|-----|
| DD645      | 20     | 2.0%   | 0.769 | 0.701  | 0.607 | 0.634 | 0.680 |
| DD411      | 20     | 12.5%  | 0.712 | 0.695  | 0.605 | 0.239 | 0.615 |
| DD5        | 20     | 6.7%   | 0.561 | 0.510  | 0.303 | 0.426 | 0.465 |
| DD244      | 20     | 7.1%   | 0.742 | 0.708  | 0.558 | 0.175 | 0.646 |
| DD159      | 20     | 2.7%   | 0.734 | 0.702  | 0.605 | 0.280 | 0.652 |
| DD185      | 18     | 12.5%  | 0.738 | 0.644  | 0.585 | 0.262 | 0.489 |

### D. Real-time Performance

This section demonstrates the parallel scalability of the proposed learning framework in Figure 2. Given \(p\) parallel workers (cores, processors), speedup is defined as \(S_p = \frac{T_{seq}}{T_p}\) where \(T_{seq}\) is the runtime of the sequential algorithm and \(T_p\) is the runtime of the parallel algorithm on \(p\) workers. In particular, we observe strong scaling results in Figure 2. Note a machine with two Intel Xeon E5-2687 CPUs @3.10GHz were used with 8 cores each.

![Figure 2](https://example.com/figure2.png)

**Figure 2.** Parallel scaling. Strong scaling results are observed across a variety of networks including social and information networks.

### E. Parallel Scalability

Relational Machine Learning (RML) [4] methods exploit the relational dependencies between nodes to improve predictive performance [7]. However, these approaches often fail in practice due to low relational autocorrelation, noisy links, sparsely labeled graphs, and data representation [6]. To overcome these problems, we designed the class of RSM models to be fast for interactive RML with real-time response rates. This allows users to interactively search the space of RSM models in an interactive and visual fashion. For instance,
a user can specify the RSM model in real-time using a visual interface as well as perform evaluation, analyze errors, and make adjustments and refinements in a closed-loop [18].

An overview is provided in Figure 3. We first interactively learn a model in Figure 3, then select the misclassified nodes for further analysis. The global statistics of the selected subgraph are shown in the right-most panel. Node color represents the model’s uncertainty using an entropy-based measure, whereas the size of the node indicates whether it was correctly classified or not. In Figure 3, misclassified nodes are given a larger size so that they can easily be identified for further exploration. Localized updates are also used in RSM to enable real-time inference and exploration capabilities by leveraging fast exact or approximate solutions to support real-time interactive queries seamlessly; see Figure 4. Many components in RSM may be explored in real-time using interactive visualization and analytic techniques (Figure 3), including the attribute to predict, initial features to use (non-relational and graph-based features), local model for estimation, kernel function (RBF, linear, polynomial), hyper-parameters (for selected kernel), node- and feature-wise normalization scheme (L1, min-max), as well as whether to use both supervised and SSL components, among many others. See Figure 3 (right panel).

G. Varying Inference Types

Previous work defined different “relational models” based on the class of relational features used. The simplest models leverage only one class of features. The most accurate models typically combine other classes of features including:

- **Collective Inference (CI)**: Model using neighbor labels.
- **Relational Inference (RI)**: The RI model uses neighbor attributes.
- **Relational-Collective Inference (RCI)**: The RCI model uses both neighbor labels and neighbor attributes.

Collective inference uses “neighbor labels” to estimate the nodes with unknown labels, whereas relational inference uses “neighbor attributes” [26]. Our approach naturally leverages both collective and relational inference.

In Figure 5, we investigate the impact of RSM using the different classes of features. The default hyperparameters were used in Figure 5. In particular, $\sigma = 0.01$, and $\alpha$, $\beta$ are set to 0.5. We make three important observations from Figure 5. First, RSM-RCI that uses both collective inference (CI) and relational inference (RI) always improves over RSM-CI and RSM-RI. Second, RSM-CI, RSM-RI, and RSM-RCI are most useful for graphs with only a few known
labels (sparsely labeled graphs). In particular, we see that the improvement over RSM is largest when label density of the graph is the smallest (label density=0.005). Third, we observe in Figure 5 that RSM-R1 generally leads to the largest improvement over RSM compared to RSM-C1.

### Table IV

<table>
<thead>
<tr>
<th>NODE-WISE NORMALIZATION</th>
<th>None</th>
<th>L1</th>
<th>L2</th>
<th>min-max</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0.102</td>
<td>0.754</td>
<td>0.688</td>
<td>0.684</td>
</tr>
<tr>
<td>FEATURE-WISE NORMALIZATION</td>
<td>L1</td>
<td>0.526</td>
<td>0.871</td>
<td>0.848</td>
</tr>
<tr>
<td>L2</td>
<td>0.747</td>
<td>0.846</td>
<td>0.845</td>
<td>0.853</td>
</tr>
<tr>
<td>min-max</td>
<td>0.859</td>
<td>0.855</td>
<td>0.864</td>
<td>0.859</td>
</tr>
</tbody>
</table>

### H. Impact of Node and Feature-wise Normalization

In this section, we investigate the impact of normalization on multiclass classification by varying both the feature-wise and node-wise normalization technique used in RSM. Table IV reports the F1 scores for DD68 with $|C|=20$ class labels. We observe in Table IV that the normalization technique may significantly impact predictive performance. Overall, the best F1 score is obtained when L1 is used for both feature-wise and node-wise normalization. Note that L1 performs reasonably well on other graphs as well. However, there are some graphs where other normalization schemes may result in significant improvement over L1. Furthermore, we have also observed graphs where different feature-wise and node-wise normalization techniques give the best classification performance.

### I. Varying Outer (SSL) Iterations

We also investigate the impact of varying the number of outer/SSL iterations of RSM for two different networks. Results are provided in Figure 6. Note the same hyperparameters, normalization schemes, and similarity functions were used for consistency and comparison. Both experiments use RSM-RBF, though similar behavior was also observed with RSM-LINEAR and other polynomial similarity machines. In particular, we observe that the improvement in accuracy generally increases rapidly as a function of the number of outer iterations, then begins to stabilize.

### V. RELATED WORK

#### Statistical Relational Learning

Relational and graph-based machine learning has become increasingly important due to the recent proliferation and ubiquity of network data [4]. However, existing SRL methods such as Relational Dependency Networks (RDNs) [27] and Probabilistic Soft Logic (PSL) [28] are inefficient, perform poorly, and/or do not scale to graphs that are either large or streaming [4]. In contrast, RSM is efficient in terms of time and space, while also providing high accuracy for a variety of classification tasks. Another key difference is that RSM avoids many of the unrealistic assumptions made by existing methods which have greatly limited the use of these techniques in practice. For instance, past work has focused primarily on network data that has significant levels of relational autocorrelation (homophily) [4], [6], [7], [23]. These methods perform well only when such high levels of relational autocorrelation are present and fail otherwise. This assumption is often violated in the noisy data found in many real-world settings. Moreover, in cases where there does not exist high autocorrelation in the data, then relational learning methods may actually be less accurate than traditional iid machine learning methods. In contrast, RSM is flexible and general enough for prediction in networks with both homophily and heterophily. Additionally, one may also adapt RSM for use with relational active learning [29] and active search methods [30]. Moreover, RSM is flexible with many interchangeable components, and thus may use methods from collective classification [31], [9], relational classification [23], [32], and relational representation learning [6] for improving performance in some situations.

#### Semi-Supervised Learning (SSL): While pure supervised learning (SL) techniques use only labeled data for training, semi-supervised learning (SSL) techniques also use unlabeled data for training [17], [33]. The MultiRankWalk (MRW) proposed by Li et al. uses random walks to estimate the class labels of the unlabeled nodes [34]. An approach similar to WVRN and MRW was proposed by Wang et al. which estimates the node class using a probabilistic approach [35]. Most of these techniques are based on simple belief propagation [36], are inefficient, lack support for attributes, do not leverage a parameterized similarity function, and have many other differences and disadvantages. In contrast, RSM is efficient, parallel, flexible, leverages a parameterized similarity function, naturally handles large attributed graphs, and supports the full spectrum of relational dependencies including homophily, heterophily, and dependencies between these two extremes. Unlike other graph-based SSL methods, RSM also supports supervised learning only without semi-
supervision (i.e., turning off Lines 19-25 in Alg. 1 and setting \( \tau_{\text{max}} = 1 \)).

**Learning in Graph Streams:** Most existing work on graph streams has focused on estimating structural properties such as triangles or more generally graphlets [37]. There has also been some work on graph classification [38] and ranking nodes in graph streams [39]. In contrast, RSM naturally supports classification in graph stream data. It is also fast and efficient for classifying new nodes that arrive or become active at a particular time. For a single edge insertion or deletion, observe that the updates required by RSM are localized. The localized updates are efficient to compute and can be viewed as a local approximation. In the simplest case, RSM can classify a new node by considering only localized information such as the nodes adjacent to it; however in the general case RSM also considers a sample of unrelated nodes from the various classes. Moreover, RSM can also naturally leverage both the graph structure and any existing attributes.

**Interactive ML:** Existing work has focused mainly on traditional machine learning problems that are limited to independent and identically distributed (IID) data [40]. In addition, Oglic et al. propose interactive kernel PCA [41]. Kapoor et al. [42] use a human-assisted optimization strategy in the design of multiclass classifiers for iid data. In contrast, this work demonstrates the utility of RSM for the interactive relational learning task; RSM is integrated into a visual graph mining and learning platform and shown to be effective for a variety of interactive relational learning tasks. Visual analytic methods are becoming increasingly important [43], [44], [45], [46] and have been deployed for numerous real-world applications, including maritime risk assessment [47], astrophysics [48], financial planning [49], law enforcement [50], and many others [51], [52], [53]. Majority of existing work in visual analytics has largely centered around visualization and human computer interaction (HCI) techniques. However, some work has investigated combining traditional ML methods with visual analytics (e.g., interactive PCA [54], classification via supervised dimension reduction [55]). In contrast, we demonstrate the effectiveness of RSM by combining it with visual analytic techniques for real-time interactive relational learning with visualization and easy-to-use interaction techniques.

**VI. CONCLUSION**

We have described a general similarity-based relational learning framework called *relational similarity machines* (RSM) for graph data based on the notion of maximum similarity. Unlike previous work, RSM is designed to be fast and scalable for real-time interactive RML. The experiments demonstrated the effectiveness and efficiency of RSM on a wide variety of graph data. The RSM framework has all the following desired properties: (a) it naturally supports interactive RML, (b) it is space- and time-efficient, (c) has excellent predictive accuracy, (d) generalizes to graphs with homophily and heterophily, and (e) flexible with many interchangeable components.
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