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Abstract—Roles represent node-level connectivity patterns such as star-center, star-edge nodes, near-cliques or nodes that act as
bridges to different regions of the graph. Intuitively, two nodes belong to the same role if they are structurally similar. Roles have been
mainly of interest to sociologists, but more recently, roles have become increasingly useful in other domains. Traditionally, the notion of
roles were defined based on graph equivalences such as structural, regular, and stochastic equivalences. We briefly revisit these early
notions and instead propose a more general formulation of roles based on the similarity of a feature representation (in contrast to the
graph representation). This leads us to propose a taxonomy of three general classes of techniques for discovering roles that includes
(i) graph-based roles, (ii) feature-based roles, and (iii) hybrid roles. We also propose a flexible framework for discovering roles using
the notion of similarity on a feature-based representation. The framework consists of two fundamental components: (a) role feature
construction and (b) role assignment using the learned feature representation. We discuss the different possibilities for discovering
feature-based roles and the tradeoffs of the many techniques for computing them. Finally, we discuss potential applications and future
directions and challenges.

Index Terms—Roles, role discovery, role learning, feature-based roles, structural similarity, unsupervised learning
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1 INTRODUCTION

ROLE DISCOVERY first arose in sociology [1], [2] where
roles were used to explain the specific function of

a person in society (such as a father, doctor, student,
or an academic advisor) [3]. These roles as defined by
sociologists are known specifically as social roles [4].
From there, role discovery naturally became an impor-
tant topic in social network analysis [5], [6], [7].

In the past, role discovery has primarily been of
interest to sociologists who studied roles of actors in
extremely small offline social networks (e.g., graphs with
tens of nodes) [7], [8], [9], [10]. Recently, role discovery
is being explored in several other settings such as on-
line social networks [11], technological networks [12],
[13], biological networks [14], [15], web graphs [16],
among many others [17]. While the concept of role
discovery is indeed important for general graph mining
and exploratory analysis, it can also be useful in many
practical applications. For example, roles might be used
for detecting anomalies in technological networks such
as IP-traces [12], [13]. An anomaly in this setting might
be a node that doesn’t fit any of the roles (normal
structural patterns) or it may also be defined as a role
that deviates from the common/normal roles, so that any
node assigned to this unusual role would be anoma-
lous [18]. Another use might be in online advertising
campaigns [19] for online social networks (Facebook,
Groupon, Yelp) where ads could be customized based on
the users’ roles in the network. In addition, a business
might only be interested in advertising to a person with
a certain role in the network. Furthermore, roles are
becoming an important tool with potential applications
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such as classification, active learning, network sampling,
anonymization, among many others (see Table 1 for a
summary). Despite the various applications, the task
of role discovery has only received a limited amount
of attention (e.g., compared to the task of community
partitioning [20], [21], [22], [23], [24], [25]).

Role discovery was first defined as any process that
divides the nodes of a graph into classes of structural
equivalent nodes [4]. These classes of structural equiv-
alent nodes are known as roles. Intuitively, two nodes
are structurally equivalent if they are connected to the
rest of the network in identical ways. There have been
many attempts to relax the criterion of equivalence,
e.g., regular equivalence [26], stochastic equivalence [27].
For practical purposes, the notion of equivalence can
be generally relaxed to get at some form of structural
similarity. Thus, in this work, we replace the notion of
equivalence by the notion of similarity (a weaker but
more practical notion).

We can now redefine role discovery appropriately
using this relaxation. Role discovery, informally speaking,
is any process that takes a graph and picks out sets of
nodes with similar structural patterns. Intuitively, two
nodes belong to the same role if they are structurally
similar. Roles of a graph represent the main node-level
connectivity patterns such as star-center/edge nodes,
peripheral nodes, near-clique nodes, bridge nodes that
connect different regions of the graph, among many
other types of connectivity patterns (See Figure 1). In that
example, the roles are defined in a strictly local sense, but
in general roles may represent extremely complex node-
centric structural patterns that fundamentally depend
on the domain and underlying process that governs the
graph. Feature-based roles naturally generalize beyond
the notion of structural similarity to the notion of sim-
ilarity between features which includes pure structural
features as well as features learned from an initial set of



1041-4347 (c) 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/TKDE.2014.2349913, IEEE Transactions on Knowledge and Data Engineering

IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING , VOL. X, NO. X, XXXXXXX XXXX 2

(non-relational) attributes (see Section 2.3 and Section 4
for more details).

As an aside, the notion of “structural” roles is sig-
nificantly different than that of communities (and thus
outside the scope of this survey). More specifically,
communities are sets of nodes with more connections
inside the set than outside [20], whereas roles are sets
of nodes that are more structurally similar to nodes
inside the set than outside. Intuitively, roles represent
“significant” structural patterns (e.g., star-centers, near-
cliques, bridge-nodes, star-edge nodes) and two nodes
belong to the same role if they have similar structural
patterns [3], [18]. In contrast, community methods assign
nodes to sets based on the notions of density (and cohe-
sion, proximity/closeness in the graph) [20]. Therefore,
it is clear that community methods have a completely
different objective (partition nodes into sets based on
density/cohesion/proximity) and often assigns every
node to a community. Figure 1 illustrates a few of these
differences and gives further examples.

1.1 Scope of this Article

This article focuses on examining and categorizing tech-
niques for computing roles from a feature-based rep-
resentation. First, we propose a taxonomy for role-
discovery which includes graph-based roles and feature-
based roles. After briefly reviewing the traditional
graph-based roles in Section 2, the remainder of the
article focuses on feature-based roles. In particular, we
propose the general problem of feature-based roles and
provide a taxonomy and framework for it. We formulate
feature-based roles from a machine learning perspective
which provides a natural basis for surveying and rein-
terpreting techniques for use in discovering roles. Our
feature-based role discovery framework succinctly char-
acterizes the application-specific decisions for discover-
ing feature-based roles such as the types of features to
use (graph-based, node, link or non-relational attributes),
the graph feature operators to use (e.g., the specific ag-
gregates, set ops, path/walk-based measures, subgraph
patterns), whether to learn features automatically or
manually, among many other decisions including role
assignment methods for a feature-representation and
selecting the number of roles (model selection).

Due to the no-free-lunch theorem [40], [41], it is
impossible for a single role discovery method to al-
ways work better than another, given that there is no
assumption on the data used in learning roles [40],
[41], [42], [43], [44]. Therefore, we instead propose a
general framework for feature-based roles that can serve
as a fundamental basis for understanding, analyzing,
and comparing methods for discovering feature-based
roles. In addition, the framework provides a guide for
designing role discovery techniques that are suitable for
user-defined applications with known phenomenon/as-
sumptions. Along these lines, we survey and discuss the
relevant techniques, decisions, and their advantages and

Cj	  

Ci	  

Ck	  

Fig. 1. In the example above, the three communities (i.e., Ci, Cj ,
Ck) are cohesive sets of nodes. We also note that the nodes with
similar shades/markings are assigned the same node-centric roles.
As shown above, roles represent structural patterns and two nodes
belong to the same role if they have similar structural patterns. Fur-
thermore, notice that the nodes in a community are close together (i.e.,
distance/proximity-wise) whereas the nodes in a particular role are not
required to be connected or close in terms of graph distance, they only
need to be more structurally similar to that role than any other. The
example above is based on observed roles in large-scale technological
networks such as the Internet AS topology. In that example, nodes are
assigned to roles based on the notion of regular equivalence 2.1.3. As
such, two nodes are “regularly equivalent” (play the same role) if they
connect to equivalent others. Clearly, nodes in the same role (e.g., star-
center nodes) may be in different communities and thus the notion of
role is independent of distance/proximity whereas nodes in the same
community must be close to one another (small distance/proximity as
defined by the fundamental property/notion of a community). Another
significant difference is that roles generalize as they may be learned on
one graph and extracted over another, whereas communities do not.

disadvantages, and interpretation for roles. In addition,
some techniques surveyed were used for other tasks and
are reinterpreted/adapted for the role discovery problem
(i.e., significant node-centric structural patterns). This
article does not attempt to survey types of blockmod-
els [45] or other types of graph-based roles, nor do we
attempt to survey community partitioning and related
methods as these focus on an entirely different goal/ob-
jective than the one examined in this article.

1.2 Approach and Organization of Article

This article proposes a taxonomy for the role discov-
ery problem which includes both learning of node and
edge roles using a graph-based representation and a
feature-based representation. Initially, roles have been
computed using the graph representation directly – i.e,
graph-based roles (graph → roles), (e.g. stochastic block
models [5], [6], [7], [8], [32], [46]). Recently, there has
been a trend of research for computing roles from a
feature representation – i.e, feature-based roles (graph
→ features → roles). The feature representation process
includes all the methods that can be used to transform
the graph into an appropriate set of features for which
roles can be defined over. More precisely, we transform
the graph into a new representation (feature-based) from
which the equivalences for the roles are computed. The
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TABLE 1
Summary of the role tasks and applications. We summarize a few of the tasks where the feature-based roles might be useful.

ROLE TASKS GOAL/DEFINITION

Dynamic roles Use roles for descriptive and predictive modeling of dynamic networks [18], [28].

Classification Use role memberships as features for statistical relational learning algorithms (relational/collective classification) [29], [30], [31].
Visualizations Roles may be used to visualize and capture the relevant differences and important patterns in big graph data [28], [32], [33].

Graph similarity Given two graphs G and H , extract features and roles from each, and compare them [13].
Entity resolution Given two graphs Gi and Gj (e.g., Facebook and twitter social networks), use feature-based roles to resolve node entities (predict

which entity/node in Gi pertains to the exact same node in Gj ) [34].
Anomaly detection Given a graph G, find anomalous nodes (or links) with unusual role-memberships (static graph-based anomaly) or nodes with

unusual role transitions (dynamic graph-based anomaly) [18].
Transfer learning Learn roles on the graph Gi, and use these to learn the same set of roles on another network to improve accuracy [35], [36].

Graph compression Roles capture the main structural patterns in a graph and may be used as a lossy graph compression technique [32], [33].
Queries/search Find the top-k nodes (links) with the most similar roles (structural behavior) [33].

Active learning Instead of selecting nodes via communities [37], roles may be used to select nodes with diverse structural patterns/roles.
Anonymization Use roles to compute a new representation to preserves the privacy and anonymize the vertex/edge identities [38].

Network sampling Sample a network based on the feature-based roles to ensure that all roles are represented in the sampled graph [39].

set of features can be computed from node or link
features, and non-relational attributes. While this paper
aims to survey both graph-based and feature-based roles,
we additionally provide the foundations of a generic
framework for feature-based role discovery. Note that
one may also derive roles using a logical representation
such as the work in [47], [48].

This survey also makes the following contributions:
• A precise formulation and taxonomy of the role

discovery problem including motivation, techniques,
evaluation, and applications

• Brief survey of the current research in role discovery
• A generic framework for feature-based role discovery
• A taxonomy for constructing features for roles

This article is organized as follows. Section 2 discusses
the difference between traditional roles and our feature-
based roles. This includes definitions and algorithms for
computing each of these types of roles. We also provide
examples of roles and communities and discuss the dif-
ferences of each task. In Section 3, we propose a general
framework for discovering feature-based roles and give
an overview of it. Section 4 surveys and discusses past
work on feature construction and reinterprets it for role
discovery. Afterwards, Section 5 discusses techniques
that can be used to assign roles to vertices based on the
set of learned features. Section 6 discusses challenges and
new directions.

2 ROLE FOUNDATIONS

Role discovery can be generally defined as any process
that divides the nodes into classes of equivalent nodes.
These classes of equivalent nodes form the foundation
of what are known as roles. Note that the classes here
can be thought of social functions for the nodes in the
network (e.g., a function may be a father or student).
However, the above definition relies on some formal
notion of node equivalence which is used to divide
the nodes into their respective roles. As such, all nodes
that have a certain role should be equivalent under the
predefined node equivalence relation. More precisely,

assume we are given a graph G = (V,E), let r(u) and
r(v) be the role class of nodes u and v respectively –
∀u, v ∈ V, r(u) = r(v) ⇐⇒ u ≡ v. Now, the question is
how to define the node equivalence relation. For exam-
ple, are two nodes equivalent if they have connections
to exactly the same neighbors?

We briefly review the fundamental node equivalences
as they will be useful to analyze the different types
of roles (graph-based, feature-based, and hybrid role
methods) and the corresponding approaches for each
type. See Figure 2 for an intuitive taxonomy of the three
fundamental types of role discovery methods.

Role	  Discovery	  

Graph-‐based	  

Input	  

Feature-‐based	   Hybrid	  

Fig. 2. Taxonomy of Role Discovery Methods. We categorize meth-
ods for computing roles into graph-based roles, feature-based roles, and
hybrid approaches. Graph-based roles are computed from the graph
directly (without incorporating any features). In contrast, feature-based
roles are computed from a transformation of the graph data into a new
feature representation for which roles are discovered. Naturally, there
can also be hybrid approaches that leverage the advantages of both.

2.1 Graph-based Role Equivalences
We first review the important equivalences that have
formed the basis for roles in much of the literature.
The equivalences are discussed below from most strict
to least. Let us note that one possible direction for
future work will be the extension or formulation of these
equivalences for role discovery in temporal or streaming
networks [18], [28], [33], [49].

2.1.1 Structural equivalence
Structural equivalence [4] states that equivalent nodes
have the same connection pattern to the exact same
neighbors (i.e., in/out neighbors if edges are directed).
Therefore, two nodes vi and vj are structurally equiv-
alent if they have the same exact neighbors, hence
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N (vi) = N (vj). For example, the set W of nodes in
Figure 3 are structurally equivalent since each node
connects to exactly the same (identical) neighbors. This
implies that structurally equivalent nodes are essen-
tially indistinguishable in the sense that they have same
degree, clustering coefficient, centrality, belong to the
same cliques, etc. Obviously, structural equivalence is
too strict of a notion and thus impractical for (large)
real-world graphs. The fundamental disadvantage of
structural equivalence is that it confuses similarity with
closeness. This arises due to the requirement that two
nodes have the same exact neighbors. In fact, nodes that
are structurally equivalent can never be more than two
links away. As a result, there have been many relaxations
of structural equivalence [26], [27], [50], [51], [52].

2.1.2 Automorphic equivalence
A mapping p from one graph to another is an iso-
morphism if whenever u → v, then p(u) → p(v).
Isomorphisms are mappings from one graph to another
that preserve the structure of a graph. An automor-
phism is an isomorphism from one graph to the same
graph, thus preserving the symmetries. A node u is
automorphically equivalent to node v if there exists an
automorphism p such that u = p(v) [27]. As an aside,
automorphic equivalence can be viewed as a relaxation
of structural equivalence since any set of structural
equivalences are also automorphic equivalences. More
intuitively, structural equivalence essentially asks if a
single node can be exchanged for another while preserv-
ing the connections/relationships of that node, whereas
automorphic equivalence is based on sets of nodes whom
are exchangeable as subgraphs. In Figure 3, the nodes
in the combined set W ∪ M form a single class of
exchangeable nodes (also known as a role). Similarly, the
nodes v1 and v2 from Figure 3 form another role since
both nodes are exchangeable if nodes of other classes are
also exchanged.

2.1.3 Regular equivalence
Regular equivalence relaxes the notion of role further
to capture the social role concept better. In particular,
regular equivalence is based on the idea that nodes play
the same role if they are connected to role-equivalent
nodes. This is in contrast to structural equivalence where
the nodes have to be connected to identical nodes. In
other words, regular equivalence states that nodes play
the same role if they have similar connections to nodes
of other roles1 [26], [51]. Intuitively, two nodes that are
regularly equivalent (i.e., same role) do not necessarily
have to connect to the same neighbors or even the same
number of neighbors, but they must be connected to
role-equivalent neighbors. From Figure 3, notice that the
nodes in the set W ∪M are regularly equivalent (unique
role), while v1 and v2 form another class of regularly

1. Nodes that are structurally or automorphically equivalent are also
regularly equivalent, but the inverse is not true.

W	  
M	  

v1	  
v2	  

v3	   v4	  

Fig. 3. This illustration reveals the fundamental differences between
the main role equivalences including structural, automorphic, regular,
and stochastic equivalences. For example, the set of nodes W are
structurally equivalent forming a role whereas the nodes in M are struc-
turally equivalent with one another forming another distinct role, whereas
the combined set of nodes W ∪ M are automorphically equivalent
thus representing a single role when using the relaxed automorphic
equivalence.

equivalent nodes (2nd role). Further, v3 and v4 represent
the 3rd role while the last three nodes form the fourth
class of regularly equivalent nodes. For instance, the
nodes in the third role are v3 and v4, since all nodes in
that set have at least one edge to a node in the 2nd role,
while also connected to nodes in the fourth role. Notice
that regular equivalences can be exact or approximate,
and hence there might be many valid ways of grouping
nodes into equivalence sets for a given graph. However,
this definition is still strict in the sense that the role of
a node is tied to all nodes of that role, rather than some
nodes [53].

2.1.4 Stochastic equivalence
For this reason, stochastic equivalence was intro-
duced [27], which informally says that for a probability
distribution of edges in a graph, an assignment of roles
is a stochastic equivalent, if nodes with the same role
have the same probability distribution of edges with
other nodes. Intuitively, the nodes are organized into
roles such that the the probability of a node linking
with all other nodes of the graph are the same for
nodes of the same role. Another interpretation is that
the probability distribution of the graph must remain
the same when equivalent nodes are exchanged [46].
From the example in Figure 3, observe that stochastic
equivalence gives rise to the same equivalence classes
obtained using the notion of regular equivalence due
to the simplicity of the graph. This notion gives rise to
stochastic blockmodels [5], [6], [7], [8], [46], which comes
from weakening and extending the algebraic notion of
structural equivalent nodes.

2.2 Methods for Graph-based Roles
We can define graph-based roles as those computed
directly from the graph representation, which is typically
in the form of an adjacency matrix. This is in contrast to
feature-based roles which are computed indirectly from
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the graph by first transforming the graph representation
into a feature-vector representation. Feature-based roles
are the main focus of this paper, but for completeness we
briefly discuss a few approaches for computing graph-
based roles.

2.2.1 Blockmodels
Blockmodels are by far the most popular class of role
techniques in social network analysis [5], [6], [9], [28],
[32], [46], [49], [54]. Blockmodels naturally represent a
network by a compact representation known as a role-
interaction graph (or image matrix) where the nodes
represent roles (or blocks, positions) and the edges are
interactions between roles. This smaller comprehensible
structure can be interpreted more readily. These methods
attempt to group nodes according to the extent that
they are structurally equivalent or stochastically equiv-
alent. Recently, many types of blockmodels have been
proposed such as stochastic blockmodels [10], general-
ized blockmodels [8], and mixed-membership stochastic
blockmodels [32] (MMSB). They have also been extended
for various applications [28], [32], [49], [54]. Neverthe-
less, a complete survey of these graph-based role meth-
ods are beyond the scope of this paper, see [45] for more
details. However, we do provide a brief overview of
some of the main methods below.

One of the first methods used for computing a type
of blockmodel was CONCOR (convergence of iterated
correlations), which was proposed by Breiger et al. [55].
This method initially computes the correlation of the
adjacency matrix Corr(A,A) which we denote as C0,
then the correlation matrix C1 is computed from the
previous correlation matrix C0, and this process is re-
peated until all entries are either 1 or −1. Let us note
that even though this method was originally designed
for blockmodels, it is fundamentally based on similarity
using the adjacency matrix and does not have an explicit
criterion function in the usual sense of an optimization
problem. On the other hand, blockmodels are typically
formulated as optimization problems with a well-formed
objective function. However, in general, there are many
ways to compute blockmodels (e.g., direct and indirect
approaches) [8], [56], [57], [58].

Stochastic blockmodels (SBM) [46] on the other hand
adopts the notion of stochastic equivalence [27]. The
benefit is that these probabilistic models allow for devia-
tions between the observations and relaxes the idealized
concept of exact equivalence. These models are a type of
latent space models [59], but also fall into the category
of random graph models [45]. One simple example of a
blockmodel is a model that assigns each node to one of
the several roles (or blocks)2. In addition, there is a set of
probabilities pi,j that specifies the probability of an edge
between a node in role i and a node in role j. In other
words, how likely is it that a node in role i has an edge

2. The number of roles k can be specified by the user or learned
from the data.

between a node in role j? This is typically represented as
a matrix P ∈ Rk×k and can be either specified by the user
or inferred from the data. In general, these models can
be used to generate a random graph by specifying the
probabilities in P or these probabilities may be inferred
from data. Essentially, MMSB allows nodes to take part
in multiple roles while also allowing roles to link to
other roles probabilistically.), then one could place large
weights on the diagonal of P, which indicates that nodes
of the same role have a large probability of having an
edge between each other and low probability of having
an edge to a node in another role.

More recently, Airoldi et al. [32] proposes a mixed-
membership stochastic blockmodel (MMSB) that relaxes
the assumption of nodes belonging to only a single
role. The model is instantiated using a blockmodel and
combines this with mixed-membership [60]. We also note
that there are other various models such as the latent
space models [61].

2.2.2 Row/Column Similarity of Adjacency Matrix
While the blockmodels are the most popular, there are
also other techniques for computing graph-based roles
that use some form of similarity between the rows of
the adjacency matrix [62]. These graph-based similarity
role methods have two general steps: First, the similarity
(or distance) is computed between each pair of rows in
the adjacency matrix. For this, any traditional similarity
measure such as euclidean distance or correlation can be
used. After computing the similarity matrix, the second
step clusters the nodes using this similarity matrix. For
the clustering, any traditional method can be used (e.g.,
hierarchical clustering and multi-dimensional scaling
(MDS) [63] are the most common).

There are also spectral methods that compute the
eigenvectors of the adjacency matrix (or a similarity ma-
trix) then uses some subset of these to derive roles [64].
For computing roles (structural patterns), the interest-
ing eigenvectors are not only those with the largest
eigenvalues, but rather a subset of the eigenvectors that
represent distinct structural patterns (stars-centers, star-
edges, bridges, near-cliques, etc.). This arises due to the
fact that role discovery methods attempt to capture or
model all the significant structural patterns present in the
data and are not restricted or focused on only a single
type of pattern. As an aside, the eigenvectors associated
to the largest eigenvalues represent one type of role (i.e.,
usually near-clique or tightly connected nodes).

Nevertheless, there has been some work focused on
finding certain “types” of nodes in the graph that have
a particular predefined role (i.e., structural pattern) [65],
[66], [67]. For example, an early work by Kleinberg
et al. [65] essentially computes the Singular Value De-
composition (SVD) [68] of a graph’s adjacency matrix
(i.e., eigenvectors of AAT and ATA)3, then identifies
two types of star-center nodes based on incoming or

3. AAT and ATA are similarity matrices.
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outgoing edges known in that work as authority nodes
and hub nodes [69]. These nodes were of interest as they
relate to pages on the web that serve as a portal (hub)
with many outgoing edges to reputable sites and pages
that have many incoming edges (authorities).

2.2.3 Discussion
The main disadvantage of the models in Section 2.2.1
is that they are difficult to compute for large graphs
and even more so for the massive graphs found in the
real world such as Facebook’s friendship graph, Twitter
who-tweets-whom, among many others. Most of the
previously mentioned work evaluates their model using
rather small networks. For example, one recent model,
dMMSB, which extends MMSB for dynamic networks,
takes around a day to compute for 1,000 nodes, since
their method is quadratic in the number of nodes.

This is in contrast to techniques based on similar-
ity of the adjacency matrix (in Section 2.2.2), which if
properly configured can be fast to compute [64] . The
disadvantage of these methods is that the roles may be
less meaningful or harder to interpret, whereas those
based on blockmodels may be more accurate or easier to
interpret from the implicit role definition implied by the
model. Nevertheless, the utility of the roles ultimately
depends on the application (what they are used for)
and/or domain (where they are used).

2.3 Feature-based Roles
We first define feature-based roles and propose a tax-
onomy to illustrate the difference between graph-based
roles. In Section 2.3.1 we discuss some possibilities of ex-
tending node equivalences for feature-based roles, then
Section 2.3.3 discusses a few of the past approaches, and
finally end with a discussion.

Intuitively, feature-based roles are derived by trans-
forming the graph representation into a feature represen-
tation, then assigning roles based on some notion of fea-
ture equivalence. This is in contrast to the previous ap-
proaches in Section 2.2 that compute roles directly from
the graph representation [32], [45], [46]. Roles computed
from a feature representation are denoted as feature-
based roles. The set of features typically arises based
on some transformation(s) over the graph, f(G) = X
where G is a graph, X is the set of features, and f(·)
is some collection of transformations over the graph. A
transformation may be a set of aggregates or any other
feature operator, see Table 4. More generally, the set of
features may arise through some transformation(s) over
an attributed-graph such that f(G, X) = X̃ where the
input features X and output X̃ may consist of node
features, link features, or non-relational features.

2.3.1 Node Equivalence for Feature-based Roles
The work on graph-based roles adopts some notion of
node equivalence with respect to the the graph rep-
resentation [4], [5], [26], [27], [70]. Since feature-based

roles are computed from a different representation, we
must move from the notions of node equivalence on the
graph representation to node equivalence on a feature
representation. We view node equivalence on a feature-
based representation in two main ways. First, one may
develop feature-based role methods that are consistent
with one of the previous node equivalences (e.g., regular
equivalence). Second, we may simply reinterpret/extend
these equivalences for computing roles from a feature
representation. Besides extending these definitions for
features, one may also relax the node equivalences as
done in graph-based roles. In this work, we primarily
focus on the second view as this allows for greater
flexibility, efficient methods, and may be more useful
from a practical point of view.

Definition 2.1 (Node Equivalence on Feature Represen-
tation): Let f1, f2, ..., fm be a collection of structural features
(degree, distance, ...), and let u and v be two arbitrary nodes,
then a strict notion of node equivalence is defined as,

(∀i, 1 ≤ i ≤ m : fi(u) = fi(v))⇒ u ≡ v

This is strict in the sense that two nodes share the same
role if they have identical feature-vectors. However, a
common trend in the past has been to relax the notions
of node equivalences while maintaining the properties of
interest [26], [27], [32], [46]. For instance, most previous
work is based on relaxations of structural equivalence,
e.g., regular equivalence, stochastic equivalence, auto-

features	  

no
de

s	  

Feature	  Construction	  

Role	  Assignment	  

Fig. 4. General Framework for Feature-based Roles. The framework
consists of role feature construction and role assignment.
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morphic equivalence, among others.

2.3.2 Node Similarity for Feature-based Roles
As such, for feature-based roles, we can also move from
the strict notion of node equivalence to the relaxed
notion of node similarity (on a feature representation).
Intuitively, two nodes u and v share the same role, if
they have similar feature-values.

Definition 2.2 (Feature Similarity (Equivalence)): Two
nodes u and v are similar, if S(xu,xv) ≈ 1 where S(·) is
a standard similarity (or distance measure: D(·) = 0), and xu
and xv are the feature-vectors of u and v, respectively. The
similarity function S(·) = 1 if xu and xv are identical (s.t. 1
is the maximum similarity).

Nevertheless, if the features are strictly graph features
and representative of the structural properties in G, then
this implies u and v are structurally similar. We note
that methods for computing a low-rank approximation
or clustering (hierarchical) typically use some form of
similarity (e.g., euclidean distance, Frobenius norm, ...).
Notice that the above definition is independent of the
neighbors of nodes and relies only on the features. This
independence avoids roles being tied to each other based
on cohesion (as is a problem of structural equivalence,
see Section 2.1.1). Further, the definition is based on some
notion of similarity, which is typically a relaxation of
the stricter notion of structural equivalence which we
can easily reinterpret for features. In terms of flexibility,
these models are capable of expressing a larger class
of roles than graph-based methods. This is a result of
representing roles from a set of features constructed from
a possibly infinite feature space.

2.3.3 Inspiration & Examples
Feature-based roles were perhaps inspired by indirect
approaches to blockmodeling [56], [57], [58], latent fea-
ture models which are more expressive than traditional
blockmodels [71], [72], [73], [74], [75], and other ap-
proaches based on the similarity of the rows of the
adjacency matrix [62], [64]. We briefly review a few
approaches for computing feature-based roles.

The first such method for computing a type of feature-
based role was initially explored by Batagelj et al. [56]. In
this seminal work, they formally define what it means
for a collection of structural features (degree, distance,
...) to be consistent with structural equivalence [76]. This
indirect approach measures the equivalence of nodes
based on the feature-values. Let us note that Burt et
al. [77] also proposed a dissimilarity measure consistent
with structural equivalence. These indirect approaches
were originally used in block modeling problems [56],
[57], [58] and were usually designed to be consistent with
one of the previous node equivalences from Section 2.1.

Some other work has recently focused on a more
general type of feature-based role [18], [33], [36], which
are not consistent with respect to the previous node
equivalences defined by sociologists. In general, these

approaches use some form of structural similarity for
features. Intuitively, two nodes share the same role, if
they have similar features. These approaches construct a
large set of local features, that are specially tuned for so-
cial networks, then uses Non-negative Matrix Factoriza-
tion (NMF) [78] to assign roles to the nodes. Some work
has even used this particular specification of feature-
based roles (i.e., degree/egonet features, NMF, Akaike’s
information criterion (AIC) [79]) to model and explore
dynamic networks [80] and more recently to improve the
accuracy of classification [36]. Let us note that this work
only explores one type of feature-based role, while there
exists many other opportunities that are perhaps more
accurate, faster, or require tuning for specific applica-
tions. In Section 3, we propose a general framework for
discovering feature-based roles, and discuss the issues,
decisions required, and more generally the opportunities
for using feature-based roles.

2.3.4 Discussion
Traditional graph-based approaches may not be flexi-
ble enough to capture complex roles in large networks
due to their limitations in expressing such roles. For
instance, McDaid [81] identifies two roles for the small
karate club network, where the first role corresponds
to high degree nodes and the second corresponds to
small degree nodes. Alternatively, this article introduces
a general framework for computing roles from a feature-
based representation. We argue that feature-based roles
provide greater flexibility for representing complex roles
that are frequently seen in the real world and likely to be
important for practical applications. On the other hand,
the flexibility provided from a feature-based represen-
tation makes it more difficult to identify the features
required to capture the roles warranted by the researcher.
This part of the process takes some guidance by the
expert or more tuning for a specific application.

2.4 Hybrid approaches
At the intersection of graph (Section 2.2) and feature-
based roles (Section 2.3) lies hybrid approaches that
leverage both the graph and feature representation (typi-
cally learned from a relational learning system [30], [31],
[82], [83], [84]) in some fashion. We categorize hybrid
role discovery methods into two main classes based on
if a graph-based approach is used prior to role feature
construction or whether the graph structure is leveraged
after the learning of the feature representation for roles.

The first class of hybrid role discovery methods use a
graph-based approach prior to role feature construction.
For instance, we may use a blockmodel to extract roles
directly from the graph, which can then be viewed as
“initial attributes” for learning more sophisticated or
targeted features. Once the initial attributes are learned,
we can give them along with the graph as input to
a relational feature learning system for which more
meaningful features can be learned by incorporating the
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knowledge from the initial graph-based role discovery
method. Using this refined set of features, we can now
use a technique to automatically learn the number and
assignment of the “hybrid-based” roles (See Section 5).
This approach can be seen as a way to loosely con-
strain the feature-based roles to be similar to the specific
parametric form assumed by the statistical blockmodel.
The main disadvantage of these methods lies in their
scalability due to the limitations of blockmodels (e.g.,
SBM [46], MMSB [32]), but remain a promising direction
in the future as these methods become more scalable
(See Section 6). Nevertheless, other more scalable graph-
based approaches remain promising for this class of
hybrid role discovery methods [65].

The second class of hybrid roles leverage multiple
data sources as a way to regularize or influence the role
assignment phase. It is assumed that a feature repre-
sentation X from the graph was first learned, but there
are additional data sources (i.e., graphs and attribute
sets) that may be useful for role discovery. These hybrid
roles can be learned by adapting tensor factorization
methods [85], [86], [87], [88], [89] or collective matrix-
tensor factorization (CMTF) methods [90], [91], [92].
Unlike tensor factorization methods, collective factoriza-
tion methods can learn roles by fusing multiple hetero-
geneous data sources represented as matrices and/or
tensors. For instance, we might have a store-categories
matrix, a user-store-item tensor, and a social network
matrix. In that context, one might posit that the roles
of the users should be influenced by the store as well
as the items that were purchased from that store and
its category. Note these techniques may also consider
time giving rise to dynamic roles (See Section 6.1). More
generally, collective matrix-tensor factorization allows
for any number of matrices or tensors to be included in
the factorization which in turn allows these to directly
influence the learned role definitions.

3 FRAMEWORK FOR FEATURE-BASED ROLES

This section introduces a flexible framework for feature-
based role discovery which offers many benefits over tradi-
tional graph-based roles by computing roles from a fea-
ture representation (instead of directly from the graph,
see Section 2). In particular, the framework consists of
the following basic computations:

Role feature construction. Transform graph into a set of
graph features

Role assignment. Assign nodes with similar feature
vectors to same roles

The general framework, along with the two funda-
mental steps for discovering feature-based roles are
intuitively illustrated in Figure 4. In that illustration,
the graph is first transformed into a feature-based rep-
resentation through some type of feature-construction
technique or SRL system (section 4). Afterwards, roles
are extracted from the large set of features via some

type of low-rank approximation (matrix factorization) or
clustering algorithm (section 5).

A detailed overview of the framework is shown in
Table 2. Importantly, the feature learning systems used
for role feature construction are interchangeable. For in-
stance, one may use a simple feature learning system
that searches over the space of local 1-hop neighborhood
features or one may use an entirely different system that
searches over more global features. The choice is entirely
dependent on the important structural patterns present
in the data and the overall application constraints such
as scalability. Likewise, the methods for role assignment
are also interchangeable as one might choose to use
NMF instead of SVD for learning the roles from the
set of learned features. This allows the framework to be
useful and flexible for application-specific role discovery.
Therefore, Table 2 also highlights the main categories
of techniques for both feature construction and role
assignment.

A key aspect of the feature-based roles is in their
flexibility. For instance, unlike graph-based roles which
use the graph directly, the feature-based roles (automat-
ically) transform the graph (and any initial attributes)
into a feature representation for which the role defi-
nitions are learned and extracted. Moreover, the pro-
posed framework can also be used for the novel task of
computing roles on the edges of a graph. We also note
that application-specific constraints such as sparseness,
diversity, locality, among many others may be placed on
the feature-based role discovery problem, in either the
feature construction or role assignment. The advantages
of our general feature-based role framework are summa-
rized below.

• Flexible framework for feature-based roles.

• Roles can be easily tuned for specific applications.

• Complexity and efficiency may be balanced depending
on application-specific constraints.

• Able to capture arbitrary structural patterns (i.e., using
data-driven and non-parametric approaches).

• Roles generalize since they are defined over features.

• Attributes are easily incorporated, since roles are natu-
rally based on features they can simply be included as
additional features before (or after) learning and con-
structing novel features automatically (see Section 4).

TABLE 2
Overview of the Feature-based Role Framework.
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Role Feature
Section 4.1) Relational Feature Classes

Construction Section 4.2) Relational Feature Operators

Section 4 Section 4.3) Feature Search

Section 4.4) Feature Selection

Role Assignment
Section 5.1) Feature Grouping/Clustering

Section 5
Section 5.2) Low-rank Approximation

Section 5.3) Model Selection
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We also note that at the data-level, there are a number of
factors that influence the learning and tuning of feature-
based roles. Researchers and engineers may design a
feature-based role method that is consistent in terms of
the knowledge and a priori assumptions. Such a feature-
based role method is likely to be much more effective
for the specific application at hand. Assumptions and
knowledge that may help guide the role discovery pro-
cess include data and structure and/or future dependen-
cies (e.g., sparsity, size, complexity, patterns), along with
application/domain knowledge.

4 ROLE FEATURE CONSTRUCTION

In this section, we discuss the process for discovering
features for roles. Relational feature construction is the
systematic generation of features based on the graph
structure or non-relational information. Roles have tradi-
tionally been defined strictly from the graph (e.g., graph-
based roles from Section 2). In this work, we make only
basic assumptions on the input used to discover roles.
We assume that we are given a graph G which may
have some initial node attributes denoted Xv4 or edge
attributes Xe. For example, a node attribute might be
gender (m/f) and a link attribute might be the text of an
email sent between two users. Throughout the process of
feature construction, additional features may be added
to set of features X.

The goal of feature construction from its traditional
view in machine learning is to construct features that
are highly correlated with the prediction variable while
being uncorrelated with each other. Unfortunately, the
goal of feature construction for roles is not as straight-
forward. Previously, roles were defined mathematically
based on structural equivalences [4], which are far too
strict for practical purposes. Consequently, these notions
were relaxed to get at the notion of structural similarity
instead of equivalence [5], [27], [32], [70]. In this work,
we use this same idea, but adopt it for computing roles
from features, instead of the graph directly. Informally,
the goal of a feature construction system should be to
generate a set of features that capture the fundamental
structures and important patterns in the graph data.
We can further relax this definition by allowing the
features to capture the interest to a specific domain
(technological networks, social networks) or for a specific
application (anomaly detection in computer networks).
Since this definition depends intrinsically on the domain
and application, we focus on surveying and discussing
general ways to construct features for role discovery.

Intuitively, there are five main steps for learning a
feature representation for role discovery:

− Relational Feature Classes (Section 4.1). Select the
types of features to construct based on the graph data
used in the computation.

4. X is used for Xv when meaning is clear

TABLE 3
Taxonomy for Role Feature Construction. The proposed taxonomy
for role feature construction is simple and intuitive, consisting of only the
five main steps below. These steps can be viewed as explicit decisions
that need to be learned automatically via the data and machine learning
techniques or customized manually by a user (usually for a specific
application/task). Note that this taxonomy expresses a very large family
of algorithms for which a set of features can be computed for the role
discovery problem.

Role Feature Construction Steps & Examples

Section 4.1) Relational Feature Classes
• Graph features (V,E) [33], [93]
• Relational link-value features (Xe, V, E) [94]
• Relational node-value features (Xv , V, E) [30]
• Non-relational features (X) [35], [95]

Section 4.2) Relational Feature Operators
• Aggregates (mode, mean, count, ...) [18], [96]
• Set ops (union, intersection, multiset) [29], [97]
• Subgraph patterns (2-star, 3-star, triangle, etc.) [93], [98]

Section 4.3) Feature Search Strategy
• Exhaustive [30]
• Random [31]
• Guided [82], [83]

Section 4.4) Relational Feature Selection
• Correlation-based [99]
• Log-binning disagreement [100]

− Relational Feature Operators (Section 4.2). Deter-
mine the operators to use to construct those types of
features.

− Feature Search Strategy (Section 4.3). Select a strat-
egy for searching over the feature space including
exhaustive, randomized, and guided search methods.

− Relational Feature Selection (Section 4.4). Deter-
mine how features are evaluated/scored and pruned
(incrementally) during the learning process.

See Table 3 for an overview. We also present in Algo-
rithm 1 a generic algorithm for discovering features.

4.1 Relational Feature Classes

We define the relational feature space with respect to the
relational information used in the feature computation
(i.e., edges/nodes only, graph+node/edge attributes, or
non-relational information) giving rise to four main fea-
ture classes: structural features (G), link-value features
(G,Xe), node-value features (G,Xv), and non-relational
features (which either uses Xe or Xv in the computation
depending on if a non-relational link or node feature is
being computed)5. The information in parenthesis repre-
sents the information used in the feature computation. It
should be clear that both link features and node features
can have features that are computed from each of the
four classes of features. Now, let us define more precisely
these four feature construction classes for the links and
nodes.

5. Clearly, these four classes of features can be recursively computed.
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4.1.1 Structural features
Structural features are computed using only the structure
of the graph G (and not features). Examples include
traditional features like degree, clustering coefficient,
betweenness, etc. In general, any type of subgraph
pattern (e.g., number of 2-star patterns, triangles,...) or
path/walk-based measures may be used to generate a
large number of features. Let us note that these structural
features can be computed for the links and nodes by
a simple reinterpretation [101]. Roles as defined math-
ematically in the past [4], [26], [27] are based strictly
on structural properties. Hence, these types of structural
features are the most important for capturing the tradi-
tional notion of roles [5], [70].

4.1.2 Link-value features
Link-value features are computed using only the feature
values of the links adjacent to the target node (or link)6.
This process may easily be generalized to be the links
ρ-hops away (i.e., paths of length ρ) away. Thus, the
only information used in the computation is the graph
G and the link features Xe. As an example, given the
feature-values of the adjacent links, one might apply
some type of aggregate such as the mode to compute an
additional feature. This feature class, like the others, can
be used for computing node features or link features.
In addition, another more difficult to see link-value
(or node-value) features can be constructed via a low-
dimensional approximation of Xe to generate additional
features.

4.1.3 Node-value features
Similarly, node-value features are computed using only
the feature values of the nodes that are adjacent (or a
few hops away) from the target node. Thus, a feature is
considered a relational node-value feature if the feature
values of nodes linked to the target node are used in the
construction. For instance, consider a political affiliation
node attribute in Facebook, then given a node, we could
construct a new node-value feature based on the mode
of the values of the adjacent nodes. More generally,
we could use the nodes k-hops away to compute a
new node-value feature. As an aside, if k > 1, then
one may decay the weight of that node on the feature
calculation with respect to their distance such that nodes
that are further away from the target node are given less
influence in the feature calculation. Instead of the mode,
one may choose to count the number of adjacent nodes
of each political affiliation (e.g., number of liberal nodes
k-hops away).

4.1.4 Non-relational features
A non-relational feature is defined as a feature computed
using only the non-relational features (i.e., attributes),

6. The target node (or link) is the node for which the feature is being
constructed.

TABLE 4
Relational Feature Operators for Roles. Features may be constructed
from relational graph data using any of the following relational operators
below. As an example, subgraph pattern operators consist of both local
graph features such as wedges or triangles and global features such as
average shortest path between vertices.

Operators Examples
Rel. aggr. [96], [103] MODE, MEAN, COUNT, ...

Set ops [29] Union, multiset, inters., ...

Subgraph pat. [98] k-star, k-clique, k-motif, ...

Dim. redu. [104], [105] SVD, PMF, NMF, ICA, PCA, ...

Similarity [106], [107] Cosine sim, mutual info, ...

Paths/walks [108] random-walks, k-walks, ...

Text analy. [109], [110] LDA, Link-LDA/PLSA, ...

ignoring any link-based information 7. Traditionally, the
new feature value of that node is computed using the
non-relational features of that node or the entire col-
lection of nodes as done traditionally. The key idea
is that the link-based information is ignored. Given
a feature vector for an arbitrary node (or link), one
might construct additional features by summing together
that node’s feature values, thresholding a single value,
etc [97]. For instance, suppose there are two node fea-
tures representing “avg time online” and “avg number
of Facebook posts”, then one may construct a new
non-relational feature representing the sum of the two
features. If there is textual data, then topic models [102]
may also be utilized to construct new non-relational
features, e.g., representing the node’s main topic. The
non-relational features can be used to better tune the
role discovery process for a specific application.

4.1.5 Discussion
The feature-based roles can naturally incorporate any
of the above types of features. The only requirement
is that for any set of link features, one must first use
some type of feature operator (e.g., aggregate) to con-
struct features on the node. We discuss opportunities for
discovering link roles in Section 6, that is assigning roles
to individual links, instead of nodes. However, any of the
node features, including the non-relational features (i.e.,
attributes) can be used directly in the role computation
by simply adding them to the node-feature matrix X.

4.2 Relational Feature Operators for Roles
At the heart of feature construction are the actual feature
operators that will be used in the underlying search
process. These feature operators define the space of fea-
tures that can potentially be searched over to construct
a feature set, which in turn will ultimately be used to
define the roles. The main classes of feature operators
are categorized in Table 4, along with examples of each.
Clearly, there is an infinite number of features that can
be computed from these classes of feature operators.

7. Let us note that links and nodes may have non-relational features.
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Many of the feature operators can naturally be used
to compute feature values for links and nodes. In ad-
dition, the majority of feature operators can compute
features using most of the previous classes of inputs
from Section 4.1. However, some of the operators that
rely on non-relational information (i.e., text analysis),
are obviously not applicable for constructing structural
features, but can be applied for constructing link/node-
value features and additional non-relational features (see
Section 4.1). In addition, some of these relational opera-
tors can be applied recursively (e.g, aggregates, set ops,
clustering, dimensionality reduction) and in an iterative
fashion (to compute additional recursive features). For
instance, we might compute the number of two-star
patterns for a given node, then use the max relational
aggregate operator, which would find the neighbor with
the maximum number of two-star patterns and use this
value as an additional feature-value. Let us note that
Section 4.1 and 4.2 defines the overall feature space while
Section 4.3 defines how this space is explored. See [101]
for additional details.

4.2.1 Discussion
To construct meaningful, accurate and useful roles, it
may be necessary to define a small subset of relational
operators based on domain specific knowledge or as-
sumptions. For instance, for social networks, operators
that construct more local features (e.g., subgraph pat-
terns) may be more useful whereas for technological
networks other operators that construct global features
may be more appropriate. On the other hand, if the
evaluation criteria for searching this space of features
is tuned for a specific application or domain, then the
feature search strategy should select the appropriate
features (and providing a small subset of operators is
not necessary).

4.3 Feature Search Strategy
We previously defined the possible role feature space by
specifying the raw feature inputs from Section 4.1 (e.g.,
structural features, node/link-value, and non-relational
features) and the relational operators to consider (Sec-
tion 4.2). The next step is to select an appropriate rela-
tional search strategy, which are usually either exhaus-
tive, random, or guided search. An exhaustive strategy
considers all features that are possible given the specified
inputs and operators [30], while a random strategy will
consider only a fraction of this space through some
sampling strategy (See [31] for an example). A guided
strategy uses a heuristic to identify the features that
should be considered [82], [83]. In all three cases, each
feature that is considered is subjected to some evalu-
ation strategy that assesses its utility for representing
roles (See Section 4.4 for more details). In Table 5, we
provide a summary of relational learning systems that
may be refined for feature-based roles. Since the majority
of systems in Table 5 use guided search (instead of

exhaustive or random), we list the name of the technique
utilized. Note the guided feature learning also includes
methods that learn weights incrementally for the feature
subspaces. Usually the weights depend on the ability of
learning novel and useful features from that subspace,
e.g., all feature subspaces may be sampled uniformly in
the first iteration, then biased in the subsequent itera-
tions by the number of novel non-redundant features
discovered. Hence, the role feature learning is guided
by the weight (or bias) assigned to each feature subspace
and updated after every subsequent iteration.

As mentioned previously, roles are largely domain and
application dependent, and thus the evaluation strategy
that assesses features should usually be appropriately
tuned. Nevertheless, we can state some basic properties
for constructing features that are suitable for computing
generalized roles that match the previous definitions
from Section 2. Any arbitrary feature set constructed
from a feature search technique should be:

. Representative. The set of features should be rep-
resentative of the main structural patterns in the
graph (or those of interest to a specific domain or
application).

. Minimal. The set of features should be minimal.
There should not be redundant features.

However, as shown later in Section 5, the importance of
these properties also depend on the technique used for
assigning roles using the learned feature representation.
For instance, some low-dimensional approximation tech-
niques should automatically handle redundant features
as they would simply be represented together in a much
lower-dimensionality, while the other non-representative
features would be regarded as “noise” and essentially
removed. The most important issue is that the main
structural properties/patterns of the graph are captured
by the constructed graph features.

One may construct features either manually or auto-
matically. Manual feature construction is essentially an
exhaustive method that does not score or select features
iteratively, and thus one needs to only select the types
of features to construct (Section 4.1) and the feature
operators (Section 4.2) to use over those types of features.
In other words, the set of features are predefined based
on expert knowledge of the problem, application and/or
requirements. One key advantage of manually choosing
features is that the resulting roles will be easier to inter-
pret since they are based on a set of finely tuned features.
Also, in cases where the problem/application is well-
defined and there is plenty of domain knowledge, which
is unlikely to change (thus not requiring strong general-
ization properties), then manual specification may result
in stronger application-specific roles. The disadvantages
of course are that an expert might miss a feature that
is important to model or the known assumptions may
change over time. But more importantly, the time and
monetary costs to actually perform this tuning may
make it impractical for most tasks.
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Alternatively, we may construct features automatically
in a non-parametric fashion using a system [30], [31],
[82], [83], [84], which is the primary focus of this article.
For instance, Algorithm 1 essentially searches a space
of features automatically until no further novel features
emerge. In that example, the feature space is defined
by the set of primitive feature operators used initially
(e.g., degree/egonet/k-core or other variants) and the set
of recursive relational operators (e.g., sum, mode, etc.)
selected. At each iteration, new features are constructed,
redundant ones are discarded, and this process repeats
until there are no more novel/useful features being
generated. Other variants of the above are also possible.
This automatic approach is more appropriate for large-
scale analysis where roles must generalize across net-
works and/or roles may not be well understood (limited
assumptions). The roles generated from the automatic
feature construction are typically more difficult to in-
terpret, but have the advantage of capturing arbitrary
structural patterns. The ability to capture novel struc-
tural patterns may be important for applications such as
anomaly detection. A more reasonable approach might
be to have an expert manually tune a set of features
and then use a system for automatically constructing
additional features. This way, the roles are guaranteed
to capture the properties warranted by the application
(and expert) and also capture the main features of the
graph data.

4.4 Relational Feature Selection: Scoring & Pruning
The previous section discussed strategies for searching
over the space of relational features to generate a candi-
date set of features that capture the fundamental node-
centric structural patterns (for assigning roles). Now we
must decide how to evaluate the role-based features,
which consists of (i) scoring the candidate features and
then (ii) selecting/pruning them using these scores and
any additional knowledge. The two fundamental goals
of unsupervised feature selection are reduction and de-
noising. Reduction seeks to decorrelate and remove de-
pendencies among features, whereas denoising attempts
to find and reduce noisy features, therefore providing
features that are more discriminative.

Let us start by defining the general notion of a sim-
ilarity matrix8. Given a similarity function S and a set
or matrix of features X, we define a similarity matrix
as S = ∀(i, j) ∈ F ,S(xi,xj). There are various similarity
measures that can be used to evaluate role-based features
such as Pearson correlation (and Spearman rank correla-
tion) [111], information gain [112], gain ratio [113], gini-
index [114], and Kearns-Mansour criteria [115], among
others [101], [111], [114]. We also note that logarith-
mic binning is also useful for many sparse real-world
networks with skewed node-level distributions (degree,
number of triangles, etc) such as social and information

8. The similarity matrix may be viewed as a weighted similarity
graph between the features.

TABLE 5
Systems for Searching and Selecting Features

Proposed System Search method Feature evaluation

RPT [30] Exhaustive χ2 statistic/p-value
RDN-Boost. [122], [123] Exhaustive Weighted variance

ReFeX [124] Exhaustive Log-binning disagreem.
Spatiotemp. RPT [31] Random χ2 statistic/p-value

SAYU [82] Aleph AUC-PR
nFOIL [83] FOIL Conditional LL

SAYU-VISTA [125] Aleph AUC-PR
Discri. MLN [126] Aleph++ m-estimate

ProbFOIL [127] FOIL m-estimate
kFOIL [128] FOIL Kernel target-alignment

PRM stru. learn. [129] Greedy hill-clim. Bayesian model selection
TSDL [130] Beam search WPLL
BUSL [131] Template-based WPLL

PBN Learn & Join [132] Level-wise search Pseudo-likelihood

networks [100]. Other metrics that could be used include
maximal information coefficient (MIC) [116], Mallows
Cp [117], Bayesian information criterion (BIC) [118],
[119] and many others [120], [121]. In addition, Table 5
summarizes the feature evaluation used in a variety of
relational learning systems found in the literature.

Thus far, we have mostly presented unsupervised
approaches that are based on the notion of a repre-
sentative set of features that are non-redundant and
minimal. However, the feature learning process may be
guided by the underlying assumptions and knowledge
about the application-specific objective of the roles being
constructed. As an example, a candidate feature for roles
may be evaluated by classification in an iterative fashion;
if accuracy improves on a holdout set, then the feature
may be added [82], [125]. In other cases, features may
be scored at each successive iteration, and then only the
feature with the largest score may be retained [131].

Given the similarity matrix S containing similarity
scores/weights between all such pairs of features, how
should we decide on the relational features to select?
This problem may also be viewed as a relational role-
based feature pruning problem. For feature-based roles,
the feature selection method is driven by the goal of
obtaining a representative set of features that is also min-
imal (e.g., redundant and noisy features are removed).
This also has the additional benefit of improving the
space-efficiency of the feature representation, which is
important for large real-world networks. The pruning
is generally performed automatically using a threshold
(e.g., 0.5), which defines the level at which two features
are labeled as similar. However, the pruning and simi-
larity may be tuned for specific applications as well.

4.5 Generalized Role Feature Learning Template
Section 4.1 and 4.2 defined the space of relational fea-
tures for roles whereas Section 4.3 and 4.4 determined
how this space is explored and evaluated. The under-
lying decisions essentially determine the utility of the
roles and therefore should be guided by knowledge and
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Algorithm 1 Role Feature Learning Template
1 Input: G = (V,E,Xattr) – Initial graph and attributes, P – Set of

primitive operators, Φ – Set of relational iterative operators, S(·) –
Score function, maxiter – Maximum number of iterations allowed,
λ – Threshold for searching

2 F0 ← PRIMITIVES(G,P )
3 Let X be the feature data computed from the primitives
4 for t← 1 to maxiter do
5 Ft,X←FEATURESEARCH(Ft−1,X,Φ)
6 Ft ← Ft ∪ Ft−1

7 GF ←CREATEFEATUREGRAPH(Ft,X,S, λ)
8 C ← Partition the feature graph GF (e.g., conn. components)
9 for each Ck ∈ |C| do . Prune features

10 Find the earliest (or min corr.) feature fi s.t. ∀fj ∈ Ck : i < j.
11 Ft ←

(
Ft \ Ck) ∪ {fi}

12 Remove features from X that were pruned (not in Ft)
13 if Ft = Ft−1 then terminate search . no new features
14 return X and Ft . feature matrix X ∈ Rn×f and list Ft

15 procedure CREATEFEATUREGRAPH(Ft−1,X,S), λ)
16 Set GF = (VF , EF ) – the initial feature-graph
17 Set VF to be the set of features from F and EF = ∅
18 for each pair of features (fi, fj) ∈ Ft−1 do
19 if S(fi, fj) ≥ λ then Add edge (i, j) to EF

assumptions known prior about the specific-application
in which the learned roles will be used.

We present in Algorithm 1 a generalized (iterative)
algorithm template for constructing a feature representa-
tion for role discovery from relational graph data. Given
a large graph and attributes, how do we learn a feature
representation that captures the relational dependen-
cies between attributes in the graph and the structural
properties and patterns present in the graph data? We
propose an iterative graph feature discovery algorithm
that learns a feature representation from a graph and any
attributes. In particular, the learned features succinctly
capture the main structural patterns/properties more
compactly (non-redundant) while also revealing novel
features.

The overall idea of Algorithm 1 is to start from
the relational data G = (V,E,Xattr) given as input,
including graph data and attributes. Using a set of
primitive relational operators, the algorithm constructs
new features that are added to the initial feature set
F0 (Line 2). After the construction and pruning of the
primitive features, the algorithm proceeds iteratively.
At each iteration, new features are constructed using a
set of relational iterative operators Φ (See Line 5). The
previous set of features Ft−1 are added to the new set of
features Ft, thus Ft ← Ft ∪ Ft−1 shown in Line 6. Now,
we compute scores between all pairs of features and
prune edges between features that are not significantly
correlated:

EF = {(fi, fj) | ∀(fi, fj) ∈ F × F s.t. S(fi, fj) > λ}

This process results in a weighted feature graph where
large edge weights represent dependencies between two
features (Line 7). Now, we use the weighted feature
graph GF to prune all redundant and noisy features

from Ft. This is done by first partitioning the feature
graph (Line 8). For partitioning we use connected com-
ponents, though there are numerous other possibilities
(e.g., largest clique). Intuitively, each connected compo-
nent represents a set of redundant features since edges
represent dependencies. Therefore, for each component,
one may prune all but the earliest (or least correlated)
feature. Observe that the features learned at each iter-
ation are guaranteed to be preserved in further subse-
quent iterations and therefore, |F1| ≤ · · · ≤ |Ft−1| ≤ |Ft|.
At the end of each iteration, we ensure that the fea-
ture matrix X reflects the set of features Ft (Line 12).
Hence, pruned features are removed from X. Finally,
the iterative algorithm converges if no new features
were constructed, hence |Ft| = |Ft−1|. Otherwise, the
algorithm proceeds iteratively, repeating the previous
steps. As an aside, Algorithm 1 is well-suited for direct-
ed/undirected graphs, which may be weighted, times-
tamped, multi-typed, and contain an arbitrary number
of node and edge attributes. Many components of the
algorithmic template are interchangeable and thus may
be replaced/adapted for use with other techniques (e.g.,
backward feature selection, and others [114]). Further-
more Algorithm 1 is easily modified for extracting a list
of previously learned features F on another input graph
(useful for transfer learning, etc).

5 ROLE ASSIGNMENT

Section 4 proposed a general role-based feature learning
framework for automatically transforming the the graph
data into a representative set of features that capture
the fundamental notion of roles. This section focuses
on the second critical phase for discovering feature-
based roles: how to assign nodes with similar feature
vectors to the same role? In particular, we survey two
main categories of methods for assigning roles using
the graph-based feature representation: role clustering
methods (Section 5.1) or low-rank approximation tech-
niques (Section 5.2). Techniques to automatically select
the best number of roles are discussed in Section 5.3.
For each category of methods, there are also both soft
role assignment and hard role assignment techniques
(Section 5.4). We also note that some role assignment
methods learn role definitions and thus generalize in
the sense that roles learned on one network may be
extracted on another arbitrary network (See Table 1
for potential applications). Other useful properties are
discussed below whenever appropriate.

5.1 Role Clustering
There are many clustering algorithms that can be used
to assign nodes to their corresponding roles using the
graph features X. The two primary types are hierar-
chical clustering algorithms (e.g., agglomerative or di-
visive clustering) [133] and partitioning algorithms such
as k-means, k-medoids [134], [135], and self-organizing
maps [136]. Many of the traditional clustering methods



1041-4347 (c) 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/TKDE.2014.2349913, IEEE Transactions on Knowledge and Data Engineering

IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING , VOL. X, NO. X, XXXXXXX XXXX 14

such as k-means are hard-clustering techniques. This
is in contrast to soft-clustering methods which allow
nodes to be in multiple clusters. A few classical methods
are fuzzy C-means [137] or types of Gaussian Mixture
Models [138], among others [60]

5.2 Low-rank Approximation

The other way to compute roles from a large feature
matrix X ∈ Rn×f is to select a relatively small number
r where r ≤ f (usually automatically, see 5.3) and
compute a low rank-r matrix X̂r that best approximates
the original feature matrix with respect to any standard
matrix norm. There are many dimensionality reduction
methods that can be used for this purpose. A few
of the most common methods are SVD [68], Principal
Component Analysis (PCA) [139], Kernel-PCA [140],
MDS [63], spectral decomposition, NMF [78], [141],
CUR [142], Factor Analysis, Probabilistic Matrix Factor-
ization (PMF) [143], Independent Component Analysis
(ICA) [144], [145], among many others. The majority of
low-rank approximation techniques have a matrix U in
SVD (and W in NMF) where each row represents the
role-memberships for each node. While not all of the
clustering algorithms allow nodes to be in multiple roles,
nearly all the low-rank approximation techniques can be
thought of as assigning nodes a role-membership. We
discuss and provide two examples below.

Singular-value Decomposition (SVD). Let X ∈ Rn×f be
the node by feature matrix, then we decompose X into
three matrices using the SVD, X = USVT where U ∈
Rn×f , S ∈ Rf×f , U ∈ Rf×f . The matrix S contains the
singular values located in the (i, i)1,..,f cells in decreasing
order of magnitude and all other cells contain zero. The
eigenvectors of XXT make up the columns of U and
the eigenvectors of XTX make up the columns of V.
The matrices U and V are orthogonal, unitary and span
vector spaces of dimension n and f, respectively. The
columns of U are the principal directions of the features
and the rows of VT are the principal directions of the
nodes. The principal directions are ordered according
to the singular values and therefore according to the
importance of their contribution to X.

The SVD is used by setting the insignificant f − r sin-
gular values to zero, which implies that we approximate
the matrix X by a matrix Xr = UrSrV

T
r . A fundamental

theorem by Eckart and Young [146] states that Xr is the
closest rank-r least squares approximation of X. This
theorem allows us to set the insignificant singular values
to zero and keep only the few influential singular values.
The columns of Ur ∈ Rn×r represent the most signif-
icant roles while each row of Uk represents a node’s
membership in each of the roles. The singular values
in S provide contribution scores for each of the roles
in Ur and VT

r . The columns of Vr represent how roles
contribute to the features. Essentially, the underlying
roles were hidden in the large set of features, but when
we reduce the dimensionality, the latent roles become

apparent as similar graph features are combined. There
are also many other methods similar to SVD that could
be easier to interpret [142].

Non-negative Matrix Factorization (NMF). We also pro-
vide an example of computing roles using NMF. Given a
node-feature matrix, we generate a rank-r approximation
WH ≈ X where each row of W ∈ Rn×r represents a
node’s membership in each role and each column of
H ∈ Rr×f represents how membership of a specific
role contributes to estimated feature values. More for-
mally, given a nonnegative matrix X ∈ Rn×f and a
positive integer r < min(n, f), find nonnegative matrices
W ∈ Rn×r and H ∈ Rr×f that minimizes the functional,
f(W,H) = 1

2 ||X−WH||2 Let us note that NMF is often
“easier” to interpret than SVD, due to the non-negativity
constraint. As an aside, role clustering methods and low-
rank approximation methods may sometimes overlap,
e.g., there has been a lot of work showing the equiva-
lence between NMF and k-means clustering [147], [148].

Discussion: Depending upon the application, expected
data characteristics, and computational requirements
(i.e., memory, runtime, or scalability constraints), the
role-based low-rank approximation methods in the
framework are flexible for the following: (i) simi-
larity/objective function (e.g., Frobenius norm, KL-
divergence), (ii) regularization terms if warranted (e.g.,
sparsity constraints, L2, etc), and (iii) solver (e.g., Multi-
plicative update, SGD, ALS). For instance, suppose roles
are assigned via an NMF-based approach using KL-
divergence with L2 regularization terms and a CCD-
based solver. One may also add sparsity and other
constraints [149], [150], [151] to these approaches to
better adapt the roles for specific applications [152]. Fur-
thermore depending on the input data and application,
many techniques exist for improving the semantics of
roles and their interpretation (e.g., pre/postprocessing
techniques may help avoid/interpret negative coordi-
nates). We also note that many of these techniques may
also be used for learning roles over a time series of
graphs, see [18]. For dynamic networks, one may also
represent the time series of graphs as a tensor where
roles can now be learned using a tensor factorization
method [85], [87], [88], [89], [153].

5.3 Model Selection: Choosing the number of roles
Many techniques have been proposed for selecting the
appropriate number of roles. Some of these techniques
are heuristic while others have a more fundamental basis
in statistics (e.g., AIC [79]) and information theory, e.g.,
Minimum Description Length (MDL) [154], [155], [156].
In this section, we survey a few of these approaches and
discuss details of each and how they could be used in
the context of role discovery.
Selecting number of clusters. There has been a substantial
amount of research on selecting the number of clusters
automatically [157], [158], [159], [160], [161]. The classical
clustering methods such as hierarchical clustering [162]
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Algorithm 2 Role Model Selection
1 Set mincost = ∞, failed = 0, trials = τ
2 Set W0 and H0 to be random matrices (normal dist.)
3 Scale W0 and H0 by max value in X
4 for r = 1 to min(n, f) do
5 Learn model D(X|W0[:, r],H0[r, :])
6 Compute cost of model via criterion (e.g., MDL, AIC)
7 if cost < mincost then . model improves likelihood
8 Set mincost = cost, reset failed to 0, and save model
9 else set failed = failed + 1

10 if failed ≥ trials then
11 terminate search and return model

and k-means [158] have been adapted to select the
number of roles automatically (using various criteria).
Selecting the number of dimensions for low-rank approxi-
mation. Many methods have been developed for this
purpose [163], [164], [165], [166]. For example, using SVD
or other related techniques, it is common in information
retrieval to select 50 or 100 eigenvectors as their impor-
tance typically follows a geometric distribution (in most
types of data) [167]. In general, the number of significant
eigenvalues from the feature matrix will be much less
for feature-based roles. Empirically, the number of roles
found in practice is usually quite small, between 2 and
15 roles are usually found for a variety of network
types [80].

We provide a general role model selection template
in Algorithm 2 for automatically selecting the number
of roles for low-rank approximation techniques. Intu-
itively, Algorithm 2 greedily increases the number of
roles as long as the cost of the role model decreases (or
likelihood improves using that number of roles). Note
that W0 and H0 are the initial randomized matrices
whereas W0[:, r] and H0[r, :] in line 5 are the first r
columns and rows from the initial W0 and H0, respec-
tively. One may also use MDL to automatically deter-
mine the number of structural roles. Intuitively, learning
more roles increases model complexity but decreases
the error (and vice versa). In this way, MDL selects
the number of roles r (representing structural patterns)
such that the model complexity (number of bits) and
model errors are balanced. Note the number of bits is
typically log2(number of parameters). Naturally, the best
model minimizes, number of bits + errors. Note that
τ = 5 is a heuristic used in some optimization schemes to
represent a finite number of forward greedy steps [168].
This approach provides statistical guarantees for the
estimated model.

Importantly, Algorithm 2 may also serve as a basis for
a more guided or supervised approach to selecting the
number of roles (i.e., driven by an application-specific
objective function). For instance, if we were interested
in classification, then one may learn the best model that
maximizes the cross-validated AUC.

5.4 Hard and Soft Role Assignments
Hard role assignment refers to a vertex (or edge) being
assigned to only a single role [8], [10], [46], whereas

soft role assignment allows for vertices to play multi-
ple roles (mixed-membership) [28], [32], [33], [49]. See
Figure 5 for an illustration. Depending on the situation
and constraints, one may make more sense than the
other. For instance, soft role assignment is typically
more expensive in terms of storage requirements. For a
dynamic graph where each snapshot graph Gt represents
1 minute (timescale), then it may be impractical to allow
a vertex to play multiple roles. As an example, if the
vertices represent individuals, then it is unlikely that any
individual would be playing more than a single role,
since the time scale is so small. However, if the snapshot
graph Gt represents 1 day of activity, then individuals
are likely to play multiple roles. As an example, an
individual is likely to spend a good portion of the day
in the “work role”, then after work they may transition
into the wife or mother role.
• Soft Role Assignment Methods. Matrix factorization

techniques allow for soft role assignments. These in-
clude the typical methods of SVD, NMF, PMF, or
any other factorization. Gaussian mixture models also
assign soft roles to vertices (or edges).

• Hard Role Assignment Methods. The classical k-
means and the variants are hard role assignment meth-
ods as these typically assign a data point to a single
centroid (role).

6 DISCUSSION AND CHALLENGES

This section discusses additional issues in role discovery
and highlights important directions and challenges for
future work. A few of the tasks for which roles may be
helpful are summarized in Table 1.

6.1 Dynamic and streaming graphs
Most role discovery methods introduced in this article
are for static networks. However, networks are not static,
but are naturally dynamic and continuously streaming
over time and thus role discovery methods for dynamic
and streaming networks are of fundamental practical
and theoretical importance. Modeling “dynamic” roles
are important for many practical applications (e.g., rec-
ommendation) due to the fact that user preferences
and behavior are fundamentally tied to time. Intuitively,
methods for learning roles in dynamic networks must
leverage the notion that recent user preferences are more
predictive than preferences in the distant past.

There have only been a few approaches for dynamic
feature-based roles. More specifically, ROLE-DYNAMICS
learns features from the time series of graph data, then
assigns roles using those features. Using the learned
feature and role definitions, they now extract feature-
based roles in a streaming fashion for detecting graph-
based anomalies [33]. This approach uses simple lo-
cal primitives (i.e., degree/egonet-based features) with
{mode, sum} operators and used NMF+MDL for assign-
ing roles. More recently, DBMM extended that approach
by modeling the global network role transitions as
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well as learning local role transition models for each
node [18]. There remains many challenges and oppor-
tunities for dynamic feature-based roles. For instance,
one may instead represent the sequence of node-feature
matrices X1,X2, ...,Xt as a tensor and use tensor fac-
torization techniques to learn the role definitions [85],
[87], [88], [89], [153]. Moreover, we may also utilize non-
negative tensor factorization (NTF) techniques [86], [89]
for grouping the features and thus providing a time-
series of role mixed-memberships. There are also regular-
ized non-negative tensor factorization approaches [169]
and constraint-based approaches (including sparsity and
other constraints) [149], [150], [151] that can be used to
better adapt the roles for specific applications.

In terms of graph-based roles, Fu et al. proposed an
approach based on MMSB for dynamic networks called
dMMSB [28], [49] that essentially characterizes how the
roles in MMSB change over time. However, dMMSB
does not scale to large networks found in the real-
world [28] (See Section 6.3). The other disadvantage is
in the assumption of a specific parametric form, whereas
feature-based roles are more flexible in the types of roles
expressed and that roles are data-driven/non-parametric
and thus can easily adapt based on stream/dynamic
characteristics.

Online role discovery methods that assign and up-
date role memberships as new data arrives remains
an open area of research [170]. These methods are not
only required to update role memberships, but must
incrementally update the underlying role model and
definitions. In feature-based roles, the set of features may
also become stale and new representative features may
need to be learned in an incremental fashion. Additional
work may investigate techniques to automatically learn
the appropriate time scale, lag of the time series to use,
and parameters for exponential smoothing.

6.2 Evaluation and Guidance
Roles have traditionally been used as a descriptive mod-
eling tool to understand the “roles” played by actors
in the network and has been limited to relatively small
networks. This makes it difficult to understand and eval-
uate the benefits of the various methods. The previous
work discovers roles, then uses them for applications
(e.g., link prediction, anomaly detection). However, there
has yet to be any work that “guides” the roles during
learning by the end goal or application. Ideally, the
learned roles should be guided by the final goal and
should adapt based on the application-specific goal. For
instance, one might adapt an approach that discovers
roles that maximize classification accuracy on a hold-out
data set. In that case, classification accuracy is used as a
surrogate evaluation measure that is carried out during
the role discovery process (e.g., a role and its features are
retained if classification accuracy increases). These types
of approaches are not only important for learning more
goal-oriented roles, but may serve as a fundamental
basis for evaluating role discovery methods.

(a) Hard Assignment
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(b) Soft Assignment

Fig. 5. Example of Hard and Soft Role Assignments. Fig. 5(a)
demonstrates hard role assignments to the nodes. In particular, nodes
are assigned the roles of clique, bridge, star-center, and peripheral role.
In Fig 5(b), each node is assigned a distribution of roles s.t.

∑
ri = 1. In

some cases, this may be beneficial. For example, the vertex in Fig. 5(a)
that is assigned the bridge role also participates in a clique of size three.
In another example, the vertex in Fig. 5(a) that is assigned the star-
center role is also participating in a clique of size four. In both these
cases, a hard assignment may not make sense, instead a distribution of
roles should be assigned to accurately represent the node roles.

There has yet to be any attempt to develop an evalua-
tion framework with the aim at understanding the algo-
rithmic tradeoffs including accuracy (e.g., approx. error,
evaluation measure, interpretation, etc) and efficiency.
Accuracy and efficiency need to be carefully balanced by
the user depending on the restrictions/knowledge of the
domain and the end goal (application) of role discovery.

6.3 Scaling up role discovery methods

The majority of traditional graph-based role methods
were only suitable for relatively small networks [28],
[49]. Recently, there has been work on scaling up gen-
eralized block models [171] as well as stochastic block-
model variants using downsampling and a fast stochas-
tic natural gradient ascent algorithm for variational in-
ference [172], [173]. Though, there still remains a lot of
work to be done in this area, for instance, scaling up the
methods further for graphs of billions of edges, adapting
other methods using these fast inference procedures, and
evaluating and comparing the accuracy of the approxi-
mation methods and their scalability in terms of parallel
speedup.

Despite the fact that feature-based role methods are in
general much more efficient and scalable than graph-
based roles, there has yet to be any parallel feature-
based role methods. Though, a systematic investigation
into these methods and relative parallel speedups would
be extremely useful. We note that role features in Algo-
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rithm 1 may be computed independently for each node
in parallel while role definitions may also be learned in
parallel [174], [175]. Downsampling (or network sam-
pling) is another promising direction for feature-based
role methods [39], for instance, feature definitions may
be learned on a much smaller sampled network, then
roles may be assigned to the sampled nodes based on
this feature representation.

Additionally, methods for learning a set of space-
efficient features remains a challenge. In some cases, the
features learned in past work required more memory
to store than the sparse graph itself and thus imprac-
tical for massive graphs. A promising direction would
be to design methods for learning sparse features or
better pruning methods to reduce this cost. Further,
there has yet to be any methods for learning (graph
or feature-based) roles in a distributed setting (using
MPI/MapReduce) as well as role discovery methods
suitable for GPU parallelization (i.e., massively multicore
architectures with limited memory), yet both are critical
for practical settings in the age of big data [176].

6.4 Additional Directions

Recently, there has been some work on incorporating
graph and textual data into roles [177], [178]. Additional
work is needed to systematically understand the impact
and utility of such approaches. Similarly, no one has
included the latent topics as attributes in a relational
feature learning system to generate additional novel
features to improve the learned roles.

Incorporating initial attributes into the feature learning
system (instead of only the graph) for learning roles is
another promising area of research. It is widely known
that feature engineering is the most important factor
contributing to the success of machine learning algo-
rithms in practice [179]. Naturally, the same is true for
feature-based roles and therefore using the attributes (or
external interest) as a means to guide the feature learning
system provides a unique opportunity to mesh the graph
structure with external attributes allowing for a more
guided approach to role learning.

There has not been any work on role discovery meth-
ods for heterogeneous networks. Nevertheless, many of
the methods introduced in this article may be adapted
for multiple node or edge types, though there has yet to
be any investigation or evaluation of such methods for
practical applications.

Feature learning systems for graph data depend heav-
ily on the “correctness” of the observed links [101]. In
many cases, the links in the graph may be difficult to
observe, noisy, and may be ambiguous to the end goal of
role discovery [180]. Thus, preprocessing the graph data
(e.g., weighting the links) may substantially improve
features learning via the role-based feature learning
systems. In addition, previous work has regarded all
relational feature operators uniformly, though in prac-
tice some operators may be more useful than others.

Weighting the features via the relational operators that
constructed them is likely to be useful for fine-tuning
role discovery for certain applications and has yet to be
explored.

Feature-based roles also has connections to the in-
creasing important problem of deep learning [181], [182].
Though most work has focused on image data, we may
view the feature-based roles as a generalized graph-
based deep learning approach. In particular, this article
introduced a framework for learning a two-layered rep-
resentation based on the graph structure. Recently, ad-
ditional layers were learned on top of the feature-based
roles to model the “role dynamics” [18]. In particular,
they learned a global layer representing how the roles
change over time as well as local multi-level layers for
each node representing how the roles of a node change
over time.

Semi-supervised role discovery methods is another
promising direction that has yet to be addressed. For
instance, one may compute strict properties of the nodes
in the graph and use these to label examples of roles
in the graph for which other roles can be learned and
extracted. These could now be used in a semi-supervised
fashion to help moderate the role discovery algorithm
leading to roles that are more interpretable and useful.

Finally, the problem of computing link roles has yet to
be addressed. However, many of the previous techniques
for feature-based roles may be adapted for computing
link-based roles.
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